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Abstract 
In a two-stage Stackelberg game, depending on the leader's information about the choice of the follower among 
his optimal responses, one can associate different types of mathematical problems. We present formulations and 
solution concepts for such problems, together with their possible connections in bilevel optimization, and we 
illustrate the crucial issues concerning these solution concepts. Then, we discuss which of these issues can be 
positively or negatively answered and how managing the latter ones by means of two widely used approaches: 
regularizing the set of optimal responses of the follower, via different types of approximate solutions, or 
regularizing the follower's payoff function, via the Tikhonov or the proximal regularizations. The first approach 
allows to obviate the lack of existence and/or stability through approximating problems, whose solutions exist 
under not restrictive conditions and enable to construct a surrogate solution to the original problem. The second 
approach permits to overcome the non-uniqueness of the follower's optimal response, by constructing sequences 
of Stackelberg games with a unique second-stage solution which approximate in some sense the original game, 
and to select among the solutions by using a constructive method with behavioural motivations. 
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1 Introduction

Aim of this introductory section is to describe the interactions occurring between two

agents (or players) which act sequentially and to present the mathematical problems

associated to the di�erent types of information the agents could be equipped. Such

interactions are captured by the notion of Stackelberg game, which we intend in this

section a two-person two-stage non cooperative game, denoted by Γ = (X,Y, L, F ),

where

1. in the �rst stage: one player, henceforth called the leader, chooses an action x

in his action set X;

2. in the second stage: one player, henceforth called the follower, observes the

action x chosen by the leader in the �rst stage and then chooses an action y in his

action set Y ;

3. after the two-stage interaction: the leader receives L(x, y) where L : X ×
Y → R is the leader's payo� function, and the follower receives F (x, y) where

F : X × Y → R is the follower's payo� function.

At the moment, we set no assumptions on the structure of the actions sets X and Y :

they could be of �nite or in�nite cardinalities, subsets of �nite or in�nite dimensional

spaces, strict subsets or whole spaces. . . Their nature will be speci�ed each time in the

sequel of the chapter. Assume that players pursue to minimize their payo� functions,

as traditionally used in optimization literature where the payo� functions embed play-

ers' costs. However, since max f(·) = −min{−f(·)}, we could assume equivalently that

players maximize their payo� functions (which usually appears in economics contexts,

where payo� functions represent players' pro�ts).

The follower, once seen the action x chosen by the leader, faces the optimization

problem

(Px) : min
y∈Y

F (x, y),

i.e. �nding y ∈ Y such that F (x, y) = infz∈Y F (x, z). Then, he reacts to the leader's

choice by picking an optimal response to x, that is an action belonging to the set, called

the follower's optimal reaction set

M(x) = Arg min
y∈Y

F (x, y) =

{
y ∈ Y such that F (x, y) = inf

z∈Y
F (x, z)

}
.

The set-valued map M : X ⇒ Y that assigns to any action x of the leader the set M(x)

de�ned above is the follower's best reply correspondence. For sake of brevity, it will be

also called argmin map.

On the other hand, when the leader can foresee the optimal response y(x) ∈
Arg miny∈Y F (x, y) chosen for any action x by the follower, then he will pick an action
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in the set Arg minx∈X L(x, y(x)) according to such a forecast.

However, given the informative structure of the game, predicting the follower's optimal

responses (or, equivalently, the response function y(·) of the follower) is typically a hard

task for the leader, unless some additional information is available.

Depending on the additional information of the leader about the single-valuedness of

M or, when M is not single-valued, about how the follower chooses an optimal response

in the set M(x) for any x ∈ X, we can associate to the Stackelberg game Γ di�erent

kinds of mathematical problems.

We will illustrate �ve problems and solution concepts connected to the Stackelberg

game de�ned previously. The �rst one appears if the follower's best reply correspon-

dence M is assumed to be single-valued (and the leader knows it), whereas the others

concern situations where M is not single-valued. Their connections will be emphasized

and illustrated by examples. In this introduction only the seminal papers and the �rst

ones on the approximation of these problems will be quoted.

A. Stackelberg problems

When the follower's optimal response to any choice of the leader is unique, the leader

can fully anticipate the reaction of the follower taking this into account before choosing

his action and the follower behaves answering to the leader in the optimal (expected)

way. Therefore, assumed that M is single-valued and M(x) = {m(x)} for any x ∈ X,

the leader faces the so-called Stackelberg problem

(SP )

min
x∈X

L(x,m(x))

where m(x) is the solution to (Px).

The players acting in this way are often referred to be engaged in a classical Stackelberg

game, terminology due to von Stackelberg who �rst investigated such an interaction

in [109] where an economic model involving two �rms that compete sequentially on

quantities to produce is presented. Then, properties of Stackelberg solutions together

with extensions of the classical Stackelberg games to a dynamic framework have been

investigated in [24, 105].

Let us recall the solution concepts associated to (SP ).

De�nition 1.1 a

� The in�mum value infx∈X L(x,m(x)) is the Stackelberg value of (SP ).

� A leader's action x̄ ∈ X is a Stackelberg solution to (SP ) if

x̄ ∈ Arg min
x∈X

L(x,m(x)).
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� An action pro�le (x̄, ȳ) ∈ X × Y is a Stackelberg equilibrium of (SP ) if x̄ is a

Stackelberg solution and ȳ = m(x̄).

Example 1.1 The Stackelberg leadership model described in [109] regards two �rms in

a market which sell homogeneous products and have to choose the quantities to produce.

Firm 1, acting as the leader, chooses �rst a quantity q1 ≥ 0; then �rm 2, acting as the

follower, observes the quantity q1 and chooses a quantity q2 ≥ 0. The �rms aim to

maximize their pro�t functions de�ned on [0,+∞[2 by

L(q1, q2) = q1P (Q)− C1(q1) and F (q1, q2) = q2P (Q)− C2(q2),

respectively, where Q = q1 + q2 is the total quantity in the market, P (·) is the inverse

demand function and Ci(·) is the cost function of �rm i ∈ {1, 2}. As often happens in

economics contexts, we assume linear inverse demand function P (Q) = max{0, a− bQ}
with a, b ∈]0,+∞[ and linear cost functions Ci(qi) = cqi for any i ∈ {1, 2} with c ∈]0, a[.

Hence, the optimal response of �rm 2 to any quantity chosen by �rm 1 is unique and

given by

m(q1) = max

{
0,
a− bq1 − c

2b

}
, for any q1 ∈ [0,+∞[

and, since Arg maxq1∈[0,+∞[ L(q1,m(q1)) = {(a − c)/2b}, the quantities produced at

equilibrium are

q̄1 =
a− c

2b
and q̄2 =

a− c
4b

.

In Stackelberg leadership models the equilibrium quantity of the �rm acting as the

leader is always greater than equilibrium quantity of the �rm acting as the follower

(analogously for the equilibrium pro�ts).

We point out that in [103, 71, 67] the following more general Stackelberg problem

has been treated:

(GSP )


min

x∈X, g(x,m(x))≤0
L(x,m(x))

where m(x) is the solution to (Px),

where g : X × Y → R. In such a problem the leader's constraints depend also on the

follower's best reply function m, which makes it harder to manage than (SP ) from the

mathematical point of view. In the sequel of the chapter we will consider only con-

straints for the leader which do not depend on the actions of the follower.

From now on, in the next paragraphes of this section we assume thatM is not single-

valued.

B. Pessimistic leader: weak Stackelberg problem

Firstly, we consider an �extreme� situation where the pessimistic leader believes that

the follower could choose the worst action for him in the set of optimal responses. The
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leader, who would prevent himself against the worst he can obtain when the follower

plays optimally, will face the weak Stackelberg problem, also called pessimistic bilevel

optimization problem

(PB)


min
x∈X

sup
y∈M(x)

L(x, y)

where M(x) = Arg min
y∈Y

F (x, y).

The introduction of such a problem is due to Leitmann in [46], where it is denoted as

generalized Stackelberg problem. The solution concepts associated to (PB) are reminded

below.

De�nition 1.2 a

� The in�mum value w = infx∈X supy∈M(x) L(x, y) is the security (or pessimistic)

value of (PB).

� A leader's action x̄ ∈ X is a weak Stackelberg (or pessimistic) solution to (PB) if

x̄ ∈ Arg min
x∈X

sup
y∈M(x)

L(x, y),

that is, supy∈M(x̄) L(x̄, y) = infx∈X supy∈M(x) L(x, y).

� An action pro�le (x̄, ȳ) ∈ X × Y is a weak Stackelberg (or pessimistic) equilibrium

of (PB) if x̄ is a weak Stackelberg solution and ȳ ∈M(x̄).

For �rst investigations about regularization and approximation of problem (PB) see

[89, 69, 75, 61].

C. Optimistic leader: strong Stackelberg problem

In a second �extreme� situation, the leader is optimistic and believes that the follower

will choose the best action for the leader in the set of his optimal responses (or the

leader is able to force the follower to choose, among all the optimal responses, the best

one for the leader). The leader will deal with the strong Stackelberg problem, also called

optimistic bilevel optimization problem

(OB)


min
x∈X

inf
y∈M(x)

L(x, y)

where M(x) = Arg min
y∈Y

F (x, y).

The solution concepts associated to (OB) are reminded below.

De�nition 1.3 a

� The in�mum value s = infx∈X infy∈M(x) L(x, y) is the optimistic value of (OB).
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� A leader's action x̄ ∈ X is a strong Stackelberg (or optimistic) solution to (OB) if

x̄ ∈ Arg min
x∈X

inf
y∈M(x)

L(x, y),

that is, infy∈M(x̄) L(x̄, y) = infx∈X infy∈M(x) L(x, y).

� An action pro�le (x̄, ȳ) ∈ X ×Y is a strong Stackelberg (or optimistic) equilibrium

of (OB) if x̄ is a strong Stackelberg solution and ȳ ∈ Arg miny∈M(x̄) L(x̄, y).

The use of terms �weak Stackelberg� and �strong Stackelberg� goes back to [20] where

a concept of sequential Stackelberg equilibrium in a general dynamic games framework

is introduced. For a �rst investigation on regularization and approximation of problem

(OB) see [60].

We point out that an action pro�le is a strong Stackelberg equilibrium of (OB) if and

only if it is a solution of the following problem:

min
x∈X, y∈M(x)

L(x, y)

(and, moreover, its value coincides with the optimistic value of (OB)), also frequently

called �bilevel optimization problem� (for �rst results, see for example [15, 27, 96, 85,

108, 112]).

The following examples show that the pessimistic and the optimistic behaviours of

the leader can design di�erent solutions, values and equilibria.

Example 1.2 Consider the Stackelberg game in [93, Example 2.1] where the leader

has two available actions T and B, that is X = {T,B}, the follower has two available

actions Q and R, that is Y = {Q,R}, and the payo� functions are de�ned by

L(T,Q) = 2, L(T,R) = 3, L(B,Q) = 1, L(B,R) = 4,

F (T,Q) = 0, F (T,R) = 0, F (B,Q) = 0, F (B,R) = 0.

Such a game can be also described by using the following �extensive form representation�:

leader

follower

(2, 0)

Q

(3, 0)

R

T

follower

(1, 0)

Q

(4, 0)

R

B

The follower's best reply correspondence is de�ned by M(T ) = {Q,R} and M(B) =
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{Q,R}. Since

x = T =⇒ sup
y∈M(x)

L(x, y) = 3 and inf
y∈M(x)

L(x, y) = 2,

x = B =⇒ sup
y∈M(x)

L(x, y) = 4 and inf
y∈M(x)

L(x, y) = 1,

then infx∈{T,B} supy∈M(x) L(x, y) = 3 and infx∈{T,B} infy∈M(x) L(x, y) = 1. Therefore,

the weak Stackelberg solution is T , the pessimistic value is 3 and the weak Stackelberg

equilibria are (T,Q) and (T,R). Whereas, the strong Stackelberg solution is B, the

optimistic value is 1 and the strong Stackelberg equilibrium is (B,Q).

Example 1.3 Consider the Stackelberg game in [93, Example 3.4] where X = [−2, 2],

Y = [−1, 1],

L(x, y) = −x− y and F (x, y) =


(x+ 7/4)y, if x ∈ [−2,−7/4[

0, if x ∈ [−7/4, 7/4[

(x− 7/4)y, if x ∈ [7/4, 2].

The follower's best reply correspondence M is de�ned on [−2, 2] by

M(x) =


{1}, if x ∈ [−2,−7/4[

[−1, 1], if x ∈ [−7/4, 7/4]

{−1}, if x ∈]7/4, 2].

On the one hand, since

sup
y∈M(x)

L(x, y) =

−x− 1, if x ∈ [−2,−7/4[

−x+ 1, if x ∈ [−7/4, 2],

then infx∈X supy∈M(x) L(x, y) = −1. Hence, the weak Stackelberg solution is 2, the

pessimistic value is −1 and the weak Stackelberg equilibrium is (2,−1).

On the other hand, as

inf
y∈M(x)

L(x, y) =

−x− 1, if x ∈ [−2, 7/4]

−x+ 1, if x ∈]7/4, 2],

then infx∈X infy∈M(x) L(x, y) = −11/4. Therefore, the strong Stackelberg solution is

7/4, the optimistic value is −11/4 and the strong Stackelberg equilibrium is (7/4, 1).

D. Intermediate Stackelberg problem

The problems (PB) and (OB) re�ect the two possible extreme behaviours of the leader

regarding how the follower chooses his action in the second stage. However, an interme-

diate situation could occur: the leader has some information on the follower's choice in

his set of optimal responses which allows to attribute a probability distribution re�ecting
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his beliefs on M(x) for any x ∈ X. Assume here, in order to simplify, that M(x) has a

�nite number of elements for any x ∈ X, namely

M(x) = {y1(x), . . . , yk(x)(x)}.

Therefore, denoted with pi(x) the probability (enforced by the leader) that the follower

chooses yi(x) in M(x) for any x ∈ X and de�ned D = {D(x) |x ∈ X} where D(x) =

{p1(x), . . . , pk(x)(x)}, the leader will face the so-called intermediate Stackelberg problem

with respect to D

(ISD) min
x∈X

k(x)∑
i=1

pi(x)L(x, yi(x)).

Problem (ISD) and the related solution concepts were introduced by Mallozzi and Mor-

gan in [84, 82] also in the general case where M(x) is not a discrete set for any x ∈ X
(see also [83] for an application to oligopolistic markets). Note that the strong-weak

Stackelberg problem proposed in [3] includes particular intermediate problems where the

leader attributes probability 0 to any point in M(x) except for the best one and the

worst one for him. Afterwards, an approach similar to [82] has been examined in [21]

where a �partial cooperative� attitude of the follower is modelled in Stackelberg games

with linear payo� functions.

Let us recall the solution concepts related to (ISD).

De�nition 1.4 a

� The in�mum value vD = infx∈X
∑k(x)
i=1 pi(x)L(x, yi(x)) is the intermediate value

of (ISD).

� A leader's action x̄ ∈ X is an intermediate Stackelberg solution with respect to

D if

x̄ ∈ Arg min
x∈X

k(x)∑
i=1

pi(x)L(x, yi(x)).

� An action pro�le (x̄, ȳ) ∈ X × Y is an intermediate Stackelberg equilibrium with

respect to D if x̄ is an intermediate Stackelberg solution with respect to D and

ȳ ∈M(x̄).

Depending on the probability distribution D(x) on M(x) for any x ∈ X, problem

(ISD) could become (PB) or (OB). Examples on the connections among weak, strong

and intermediate Stackelberg solutions are illustrated in [82], one of which is presented

below for the sake of completeness.

Example 1.4 Consider X = Y = [−1, 1], L(x, y) = x+ y and F (x, y) = |y2 − x4|. The
follower's best reply correspondence M is de�ned on [-1,1] by M(x) = {x2,−x2} and
let D(x) = {α, 1 − α} with α ∈ [0, 1] be the probability distribution attributed by the
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leader on M(x), for any x ∈ X. Hence, the intermediate Stackelberg solution is

Arg min
x∈X

(
αL(x, x2) + (1− α)L(x,−x2)

)
=

{−1}, if α ∈ [0, 3/4]

{−1/2(2α− 1)}, if α ∈]3/4, 1].

We point out that the solution to (ISD) coincides with the solution to (PB) if α = 1

and with the solution to (OB) if α ≤ 3/4. Furthermore, regarding the values, we have

vD = inf
x∈X

(
αL(x, x2) + (1− α)L(x,−x2)

)
=

2α− 2, if α ∈ [0, 3/4]

−1/4(2α− 1), if α ∈]3/4, 1],

and, reminded that we denoted with w and s, respectively, the pessimistic value and the

optimistic value, it follows

−2 = s ≤ vD ≤ w = −1/4

for any α ∈ [0, 1]. Inequality above relies on a general property: the intermediate value

is always between the optimistic value and the pessimistic value.

E. Subgame perfect Nash equilibrium problem

The equilibrium concepts presented until now consist of action pro�les, that is pairs

composed by one action of the leader and one action of the follower and, moreover,

they are focused primarily on the leader's perspectives. Such concepts are broadly used

in an engineering setting or by optimization practitioners, see for example [10, 81, 28,

41]. However, as traditional in a game-theoretical framework, we are now interested

in an equilibrium concept which takes more into account the strategic aspects of the

game. The equilibrium concept naturally �tting such goal is the subgame perfect Nash

equilibrium (henceforth SPNE), which represents the most widely employed solution

concept in an economic setting. The SPNE solution concept was introduced by the Nobel

laureate Selten in [101] who suggested that players should act according to the so-called

principle of sequential rationality : �the equilibria to select are those whereby the players

behave optimally from any point of the game onwards�. For the notions of strategy,

subgame and SPNE in a general game-theoretical framework and for further discussion

on the behavioural implications and procedures to �nd SPNEs see, for example, [39,

Chapter 3] and [87, Chapter 7].

We �rst recall the notion of player's strategy only for a two-player Stackelberg game

Γ = (X,Y, L, F ). In such a game, the set of leader's strategies coincides with the set of

leader's actions X, whereas the set of follower's strategies is the set of all the functions

from X to Y , i.e. Y X = {ϕ : X → Y }.
The set of strategy pro�les is X × Y X and the de�nition of subgame perfect Nash

equilibrium is characterized in the following way.

De�nition 1.5 A strategy pro�le (x̄, ϕ̄) ∈ X × Y X is an SPNE of Γ if the following

conditions are satis�ed:
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(SG1) for each choice x of the leader, the follower minimizes his payo� function, i.e.

ϕ̄(x) ∈M(x) for any x ∈ X;

(SG2) the leader minimizes his payo� function taking into account his hierarchical ad-

vantage, i.e.

x̄ ∈ Arg min
x∈X

L(x, ϕ̄(x)).

Note that the denomination �subgame perfect Nash equilibrium� is due to the follow-

ing key features: �rst the SPNE notion is a re�nement of the Nash equilibrium solution

concept (introduced by the Nobel laureate Nash in [95]), secondly the restriction of an

SPNE to any subgame constitutes a Nash equilibrium.

We emphasize that an SPNE consists of a strategy pro�le, that is a pair composed by

one strategy of the leader (or equivalently one action of the leader) and one strategy

of the follower (which is a function from the actions set of the leader to the actions set

of the follower), as illustrated in De�nition 1.5 and di�erently from all the equilibrium

concepts de�ned before where only action pro�les are involved. However, we can connect

SPNEs and the equilibrium notions described above in this section, as pointed out in

the following three examples.

Example 1.5 The set of SPNEs of a Stackelberg game Γ = (X,Y, L, F ) where the

follower's optimal response to any choice of the leader is unique can be fully characterized

in terms of the solutions to the associate problem (SP ) de�ned in paragraph A.

In fact, just by exploiting the de�nitions 1.1 and 1.5, the following equivalence holds:

(x̄, ϕ̄) ∈ X × Y X is an SPNE of Γ ⇐⇒
x̄ is a solution to (SP ) and

M(x) = {ϕ̄(x)} for any x ∈ X,

and, moreover

(x̄, ϕ̄) ∈ X × Y X is an SPNE of Γ =⇒ (x̄, ϕ̄(x̄)) ∈ X × Y is a Stackelberg equilibrium.

For instance, in the Stackelberg leadership model presented in Example 1.1, the unique

SPNE is the strategy pro�le (q̄1, m̄) where q̄1 ∈ [0,+∞[ and m̄ : [0,+∞[→ [0,+∞[ are

given by

q̄1 =
a− c

2b
and m̄(q1) = max

{
0,
a− bq1 − c

2b

}
.

We remind that q̄1 is the unique Stackelberg solution and, moreover, (q̄1, m̄(q̄1)) is the

unique Stackelberg equilibrium.

Example 1.6 In the case where the follower's best reply correspondence is not single-

valued, the solutions to the associate problem (PB) as well as to the associate problem

(OB) de�ned in paragraphes B and C, respectively, can be part of an SPNE.

For instance, in the game of Example 1.2 (similarly to what is pointed out in [93,
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Example 2.1]) there are two SPNEs whose �rst component is a weak Stackelberg solution,

namely (T, ϕ̄1) and (T, ϕ̄2) where ϕ̄1 and ϕ̄2 are the functions de�ned by

ϕ̄1(x) =

R, if x = T

R, if x = B
and ϕ̄2(x) =

Q, if x = T

R, if x = B,

respectively; there are two SPNEs whose �rst component is a strong Stackelberg solution,

namely (B, ϕ̄3) and (B, ϕ̄4) where ϕ̄3 and ϕ̄4 are the functions de�ned by

ϕ̄3(x) =

Q, if x = T

Q, if x = B
and ϕ̄4(x) =

R, if x = T

Q, if x = B,

respectively. Focusing on the SPNEs (T, ϕ̄1) and (B, ϕ̄3), since

{ϕ̄1(T )} = Arg max
y∈{Q,R}

L(T, y) and {ϕ̄1(B)} = Arg max
y∈{Q,R}

L(B, y),

{ϕ̄3(T )} = Arg min
y∈{Q,R}

L(T, y) and {ϕ̄3(B)} = Arg min
y∈{Q,R}

L(B, y),

such SPNEs naturally re�ect the pessimistic and the optimistic behaviours of the leader.

Therefore, having also in mind to deal with the issue of how reducing the number of

SPNEs, we will take into account these latter types of SPNEs �induced� by weak or

strong Stackelberg solutions.

De�nition 1.6 a

� A strategy pro�le (x̄, ϕ̄) ∈ X ×Y X is an SPNE of Γ induced by a weak Stackelberg

solution if (x̄, ϕ̄) is an SPNE of Γ which satis�es

x̄ is a solution to problem (PB) and ϕ̄(x) ∈ Arg max
y∈M(x)

L(x, y) for any x ∈ X.

� A strategy pro�le (x̄, ϕ̄) ∈ X×Y X is an SPNE of Γ induced by a strong Stackelberg

solution if (x̄, ϕ̄) is an SPNE of Γ which satis�es

x̄ is a solution to problem (OB) and ϕ̄(x) ∈ Arg min
y∈M(x)

L(x, y) for any x ∈ X.

Coming back to Example 1.6, (T, ϕ̄1) is an SPNE induced by a weak Stackelberg so-

lution, (B, ϕ̄3) is an SPNE induced by a strong Stackelberg solution, (T, ϕ̄2) and (B, ϕ̄4)

are SPNEs that are not induced either by a weak or by a strong Stackelberg solution

and the game has no further SPNEs.

Let us provide below an example where the SPNEs induced by weak or strong Stackel-

berg solutions are derived in a continuous setting, di�erently from Example 1.6.

Example 1.7 In the game of Example 1.3, there is one weak Stackelberg solution to

(PB) and one strong Stackelberg solution to (OB) and each one induces one SPNE: the
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strategy pro�les (2, ϕ̄) and (7/4, ψ̄) where ϕ̄ : [−2, 2]→ [−1, 1] and ψ̄ : [−2, 2]→ [−1, 1]

are de�ned respectively by

ϕ̄(x) =

1, if x ∈ [−2,−7/4[

−1, if x ∈ [−7/4, 2]
and ψ̄(x) =

1, if x ∈ [−2, 7/4]

−1, if x ∈]7/4, 2],

are the SPNEs induced by the weak Stackelberg solution and the strong Stackelberg

solution, respectively. As in Example 1.6, also in this case there are SPNEs not induced

either by weak or by strong Stackelberg solutions, like the strategy pro�le (2, ϑ̄) where

ϑ̄ : [−2, 2]→ [−1, 1] is de�ned by

ϑ̄(x) =


1, if x ∈ [−2,−7/4[

−4x/7, if x ∈ [−7/4, 7/4[

−1, if x ∈ [7/4, 2].

After having presented the mathematical problems associated to a Stackelberg game

interaction, we conclude this section by describing the main issues arising when one

deals with the di�erent kinds of problems illustrated above. In particular, we will focus

on the following topics:

� Existence: do the solutions of the problem exist under not too restrictive as-

sumptions on the actions sets and on the payo� functions (possibly discontinuous,

as not unusual in economic frameworks)?

� �Variational� stability: the data of the problem could be a�ected by uncertainty,

hence given a perturbation of the original problem acting on the actions sets and/or

on the payo� functions, does a sequence of solutions of the perturbed problems

converge to a solution of the original problem? And what about the values? Such

analysis, which helps to predict the �behaviour� of the game when one is not able to

deal with exact equilibria, and similar analyses that compare outcomes before and

after a change in exogenous parameters are known in economics as comparative

statics.

� Well-posedness: does the problem have a unique solution? And does any method

which constructs an �approximating sequence� automatically allows to approach a

solution?

� Approximation: how constructing appropriate concepts of approximate solu-

tions in order to both obviate the lack of solutions of a problem and to manage

problems where in�nite dimensional spaces are involved?

� Numerical approximation: how transforming the original problem into a better-

behaved equivalent problem? And how overcoming the numerical di�culties which

derive from the possible non-single-valuedness of the follower's best reply corre-

spondence?

11



� Selection: if the problem has more than one solution, is it possible to construct

a procedure which allows to reduce the number of solutions or, better yet, to pick

just one solution? Which are the motivations that would induce the players to act

according to such a procedure in order to reach the designed solution?

Obviously the same issues appear also for the equilibria.

In the next section, for any kind of problem previously de�ned, we will discuss which of

the issues just displayed can be positively or negatively answered and we will specify in

detail the outline of the rest of the chapter.

2 Crucial issues in Stackelberg games

Let us remind below the list of crucial issues:

� Existence;

� Variational stability;

� Well-posedness;

� Approximation;

� Numerical approximation;

� Selection.

A. Stackelberg problems

Problem (SP ) is well-behaved regarding all the topics just summarized. In particular,

by applying the maximum theorem in [16, 6], the existence of Stackelberg solutions and

Stackelberg equilibria is guaranteed provided that the action sets X and Y are compact

subsets of two Euclidean spaces and that the payo� functions L and F are continuous

over X × Y .

Remark 2.1 However, we point out that the functions involved in many real world

situations are not always continuous and in in�nite dimensional frameworks requiring

the continuity is very restrictive. So, as proved in propositions 4.1 and 5.1 in [92], one

can only assume that

� L is lower semicontinuous over X × Y ,

� F is lower semicontinuous over X × Y ,

� for any (x, y) ∈ X × Y and any sequence (xn)n converging to x in X, there exists

a sequence (ỹn)n in Y such that

lim sup
n→+∞

F (xn, ỹn) ≤ F (x, y).

Furthermore, it is worth to highlight that the second and the third condition stated

above does not imply the continuity of F (see, for example, [58, Example 3.1.1]).
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As regards variational stability of the Stackelberg solution, equilibrium and value of

(SP ) under perturbations of the payo� functions, consider the perturbed problems

(SP )n


min
x∈X

Ln(x,mn(x))

where mn(x) is the solution to min
y∈Y

Fn(x, y),

with Ln and Fn real-valued functions de�ned on X × Y , for any n ∈ N . Then, the

following results hold.

Proposition 2.1. [68, Prop. 3.1, 3.2 and 3.3] Assume that X and Y are compact subsets

of two Euclidean spaces and that the sequences (Ln)n and (Fn)n continuously converge to

L and F , respectively, i.e. for any (x, y) ∈ X×Y and any sequence (xn, yn)n converging

to (x, y) in X × Y , we have

lim
n→+∞

Ln(xn, yn) = L(x, y) and lim
n→+∞

Fn(xn, yn) = F (x, y).

Then, about the second-stage problem, for any sequence (xn)n converging to x in X,

lim
n→+∞

mn(xn) = m(x) and lim
n→+∞

Fn(xn,mn(xn)) = F (x,m(x)).

Moreover, regarding the �rst-stage problem,

� for any sequence (x̄n)n such that x̄nk
∈ Arg minx∈X Lnk

(x,mnk
(x)) and (x̄nk

)k

converges to x̄ in X for a selection of integers (nk)k, we have

x̄ ∈ Arg min
x∈X

L(x,m(x)),

� lim sup
n→+∞

(
inf
x∈X

Ln(x,mn(x))

)
≤ inf
x∈X

L(x,m(x)).

Finally, if (x̄n, ȳn) ∈ X × Y is a Stackelberg equilibrium of (SP )n for any n ∈ N, then
any convergent subsequence of the sequence (x̄n, ȳn)n in X × Y has a limit (x̄, ȳ) which

is a Stackelberg equilibrium of (SP ) and satis�es

lim
n→+∞

Ln(x̄n, ȳn) = L(x̄, ȳ) and lim
n→+∞

Fn(x̄n, ȳn) = F (x̄, ȳ).

Remark 2.2 Stability results illustrated in Proposition 2.1 hold even by replacing the

convergence assumptions with weaker convergence requirements, as proved in [68]. In

particular

� the continuous convergence of (Ln)n to L can be substituted by the following two

conditions:

(a) for any (x, y) ∈ X × Y and any sequence (xn, yn)n converging to (x, y) in

X × Y , we have
lim inf
n→+∞

Ln(xn, yn) ≥ L(x, y);
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(b) for any x ∈ X there exists a sequence (x̃n)n converging to x in X such that,

for any y ∈ Y and any sequence (yn)n converging to y in Y , we have

lim sup
n→+∞

Ln(x̃n, yn) ≤ L(x, y);

� whereas, the continuous convergence of (Fn)n to F can be substituted by the

following two conditions:

(c) for any (x, y) ∈ X × Y and any sequence (xn, yn)n converging to (x, y) in

X × Y , we have
lim inf
n→+∞

Fn(xn, yn) ≥ F (x, y);

(d) for any (x, y) ∈ X × Y and any sequence (xn)n converging to x in X, there

exists a sequence (ỹn)n in Y such that

lim sup
n→+∞

Fn(xn, ỹn) ≤ F (x, y).

Examples and counterexamples on how conditions (a)�(d) are connected with known

convergence notions can be found in remarks 2.2 and 2.3 in [68] where perturbations on

the constraints of the leader and the follower are also considered.

Results on well-posedness of (SP ) can be found in [70, 92], whereas in [28, Chapter 6]

numerical approximation and algorithmic issues are widely investigated.

Concerning problem (GSP ) de�ned in paragraph A of Section 1, we mention that

in [103] a �rst approximation technique based on a barrier method has been proposed,

then in [71] a general approximation scheme involving conditions of minimal character

has been introduced together with applications to barrier methods, whereas in [67] also

external penalty methods have been considered.

B. Weak Stackelberg (or pessimistic bilevel optimization) problem

Problem (PB) is the worst-behaved among the problems illustrated in Section 1. In

fact, the compactness of the action sets and the continuity of the payo� functions do

not guarantee, in general, the existence of weak Stackelberg solutions and weak Stack-

elberg equilibria even in a �nite dimensional setting, as proved in many folk examples

in literature (see [14, 80] and [10, Remark 4.3]) and in the following one.

Example 2.1 Consider X = Y = [−1, 1], L(x, y) = −x + y and F (x, y) = −xy. The

follower's best reply correspondence M is de�ned on [-1,1] by

M(x) =


{−1}, if x ∈ [−1, 0[

[−1, 1], if x = 0

{1}, if x ∈]0, 1].

(1)
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Since

sup
y∈M(x)

L(x, y) =

−x− 1, if x ∈ [−1, 0[

−x+ 1, if x ∈ [0, 1],

then Arg minx∈X supy∈M(x) L(x, y) = ∅. Hence such a (PB) has no solution and no

weak Stackelberg equilibrium.

Nevertheless, existence results for very special classes of problem (PB) can be found

in [80, 2, 4].

In a more general framework, to overcome the lack of solutions, for any ε > 0 the con-

cept of ε-approximate solution of (PB) has been investigated in a sequential setting by

Loridan and Morgan in [75], where the existence of such solutions is analyzed under

mild convexity assumptions on the follower's payo� function, and in [77] where quasi-

convexity assumptions are considered. Then, in [76] the notion of strict ε-approximate

solution has been presented and related existence results have been provided without

requiring convexity assumptions. A crucial property of these two concepts is the con-

vergence of the approximate pessimistic values towards the pessimistic value of (PB)

as ε tends to zero. We point out that all the results in the papers just mentioned have

been obtained in the case of non-parametric constraints.

Afterwards, Lignola and Morgan in [61] extensively investigated all the possible kind of

constraints (including those de�ned by parametric inequalities) in a topological setting.

More recently, new notions of approximate solutions have been introduced in [57, 56]

in an easier-to-manage sequential setting which allow to construct a surrogate for the

solution of (PB) called viscosity solution. Such concepts will be presented in Section 3

together with their properties.

Regarding the variational stability issue of (PB), consider the following perturbed

problems

(PB)n


min
x∈X

sup
y∈Mn(x)

Ln(x, y)

where Mn(x) = Arg min
y∈Y

Fn(x, y),

with Ln and Fn real-valued functions de�ned on X × Y , for any n ∈ N . Even re-

quiring compactness and heavy convergence assumptions, variational stability of the

weak Stackelberg solutions and the pessimistic values under perturbations of the payo�

functions does not hold in general, as described in the example below.

Example 2.2 ConsiderX = Y = [−1, 1], L(x, y) = x+y, F (x, y) = 0 and let Ln(x, y) =

x+ y + 1/n and Fn(x, y) = y/n for any n ∈ N.
Although the sequence of functions (Ln)n continuously converges to L and the sequence

(Fn)n continuously converges to F , the sequence of pessimistic values of (PB)n does

not converge to the pessimistic value of (PB).

In fact, since the follower's best reply correspondences in (PB)n and in (PB) are de�ned
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respectively by Mn(x) = {−1} and by M(x) = [−1, 1] for any x ∈ X, then

inf
x∈X

sup
y∈Mn(x)

Ln(x, y) = −2 + 1/n and inf
x∈X

sup
y∈M(x)

L(x, y) = 0.

Hence

−2 = lim
n→+∞

(
inf
x∈X

sup
y∈Mn(x)

Ln(x, y)

)
6= inf
x∈X

sup
y∈M(x)

L(x, y) = 0.

a

However, convergence results of the exact solutions to (PB)n towards a solution to (PB)

have been obtained in [69] for a special class of problems.

In a more general framework, in order to obviate the lack of stability, a �rst attempt to

manage the stability issue (intended in the Hausdor�'s sense) of (PB) can be found in

[89] by means of approximate solutions. Afterwards, �variational� stability (in the sense

of Example 2.2) for such approximate solutions has been investigated under conditions

of minimal character and assuming non-parametric constraints in [75] (under mild con-

vexity assumptions on the follower's payo� function) and in [77] (under quasi-convexity

assumptions). For applications to interior penalty methods see [73, Section 5] and to

exterior penalty methods see [77, Section 5].

Then, a comprehensive analysis on all the types of follower's constraints has been pro-

vided in [61] for a general topological framework. Such results will be presented in

Section 3.

Furthermore, (PB) is hard to manage even regarding well-posedeness properties, inves-

tigated in [92].

Concerning the numerical approximation issue of (PB), various regularization methods

involving both the follower's optimal reaction set and the follower's payo� function have

been proposed in order to approach problem (PB) via a sequence of Stackelberg prob-

lems; for �rst results, see [88, 78, 74, 32, 79]. These methods, their properties and the

results achieved will be presented in Section 4.

C. Strong Stackelberg (or optimistic bilevel optimization) problem

Problem (OB) is ensured to have strong Stackelberg solutions under the same assump-

tions stated for the existence of solutions of (SP ), i.e. by assuming that the action sets

X and Y are compact subsets of two Euclidean spaces and that the payo� functions L

and F are continuous over X × Y .

Remark 2.3 The continuity assumptions can be weakened as in Remark 2.1, by apply-

ing Proposition 4.1.1 in [58] about the lower semicontinuity of the marginal function.

We remind that results concerning the existence of strong Stackelberg solutions have

been �rst obtained in [55].

As regards to the variational stability issue of (OB), consider the following perturbed
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problems

(OB)n


min
x∈X

inf
y∈Mn(x)

Ln(x, y)

where Mn(x) = Arg min
y∈Y

Fn(x, y),

with Ln and Fn real-valued functions de�ned on X × Y , for any n ∈ N .

We point out that problem (OB), as well as (PB), can exhibit under perturbation, a

lack of convergence of the strong Stackelberg solutions and of the optimistic values, as

illustrated in Example 4.1 in [60], rewritten below for the sake of completeness.

Example 2.3 Consider X = Y = [0, 1], L(x, y) = x − y + 1, F (x, y) = x and let

Ln(x, y) = L(x, y) and Fn(x, y) = y/n+ x for any n ∈ N.
Though the sequences of functions (Ln)n and (Fn)n continuously converge to L and

F , respectively, the sequence of optimistic values of (OB)n does not converge to the

optimistic value of (OB).

Indeed, as the follower's best reply correspondences in (OB)n and in (OB) are de�ned

respectively by Mn(x) = {0} and by M(x) = [0, 1] for any x ∈ X, then

inf
x∈X

inf
y∈Mn(x)

Ln(x, y) = 1 and inf
x∈X

inf
y∈M(x)

L(x, y) = 0.

Therefore,

lim
n→+∞

(
inf
x∈X

inf
y∈Mn(x)

Ln(x, y)

)
6= inf
x∈X

inf
y∈M(x)

L(x, y).

a

However, notions of approximate solutions have been introduced and investigated in [60]

in order to face the lack of stability in (OB), whereas achievements on well-posedness

can be derived by applying results obtained in [64, 50].

Obviously, as well as in (PB), the non-single-valuedness of the follower's best reply cor-

respondence M gives rise to di�culties from the numerical point of view in (OB).

D. Intermediate Stackelberg problem

Su�cient conditions for the existence of intermediate Stackelberg solutions of (ISD) are

investigated in [82, Section 3] in the general case where M(x) is not a discrete set for at

least one x ∈ X. However, we point out that problem (ISD) inherits all the di�culties

illustrated for (PB) about existence, stability, well-posedness and approximation issues.

E. Subgame perfect Nash equilibrium problem

When the follower's best reply correspondence M is not a single-valued map, in�nitely

many SPNEs could come up in Stackelberg games, as shown in the following example.

Example 2.4 Consider X = Y = [−1, 1], L(x, y) = x + y and F (x, y) = −xy. The

follower's best reply correspondence M is given in (1). Denoted with ϕσ the function
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de�ned on [−1, 1] by

ϕσ(x) =


−1, if x ∈ [−1, 0[

σ, if x = 0

1, if x ∈]0, 1],

where σ ∈ [−1, 1], it follows that ϕσ(x) ∈ M(x) for any x ∈ [−1, 1] and

Arg minx∈X L(x, ϕσ(x)) = {−1}. Therefore, the strategy pro�le (−1, ϕσ) is an SPNE

of Γ for any σ ∈ [−1, 1], so Γ has in�nitely many SPNEs.

Hence, restricting the number of SPNEs becomes essential and the selection issue

arises. For further discussion on the theory of equilibrium selection in games, see [40].

Remark 2.4 We showed via Examples 1.6 and 1.7 that starting from a solution to the

associated (PB) or to the associated (OB) one can induce an SPNE motivated according

to each of the two di�erent behaviours of the leader. Finding such SPNEs induced by

weak or strong Stackelberg solutions, as de�ned in De�nition 1.6, provides two methods

to select an SPNE in Stackelberg games. Nevertheless such methods can be exploited

only in the two extreme situations illustrated before. Anyway they require to the leader

of knowing the follower's best reply correspondence and, at the best of our knowledge,

they do not exhibit a manageable constructive approach to achieve an SPNE.

Furthermore, also the numerical approximation issue matters for the SPNEs in Stack-

elberg games sinceM can be not single-valued. Therefore, it would be desirable to design

constructive methods in order to select an SPNE with the following features: relieving

the leader of knowing M , allowing to overcome the di�culties deriving from the possi-

ble non-single-valuedness of M , providing some behavioural motivations of the players

(di�erent from the extreme situations described above). Results in this direction have

been �rst obtained in [93], where an SPNE selection method based on Tikhonov regular-

ization is proposed, and more recently in [22], where proximal regularization is employed.

In order to overcome the drawbacks illustrated in this section, we identify two basic

and widely used approaches that lead to two classes of regularization methods.

� Regularizing the follower's optimal reaction sets;

� Regularizing the follower's payo� function.

The �rst of the above approaches will be presented in Section 3 for problems (PB) and

(OB), in the case where the follower's constraints involve a �nite number of inequalities,

and for other kinds of bilevel problems, such as two-stage games where the second-stage

problem is de�ned by a variational or a quasi-variational inequality, by a Nash equilib-

rium problem and, more generally, by a quasi-equilibrium problem.

In Section 4 we will investigate the second approach which allows to approximate a
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Stackelberg game via a sequence of Stackelberg games whose follower's best reply cor-

respondence is single-valued. A conclusive section concerns various extensions of the

static Stackelberg game above considered.

In the rest of the chapter we will again present results under easy-to-manage con-

tinuity or convergence assumptions, but we point out that the papers quoted in the

statements involve conditions of minimal character, as in remarks 2.1 and 2.2.

3 Regularizing the follower's optimal reaction set in Stackelberg games

The �rst attempts for approximating a Stackelberg game Γ = (X,Y, L, F ) by a general

sequence of perturbed or regularized games have been carried out by Loridan and Mor-

gan. They started in [71, 70, 68] with the case where the second-stage problem (Px) has

a unique solution for any x and there is no di�erence between the optimistic and the

pessimistic bilevel optimization problem; then, they extensively investigated in [69, 75,

73, 77, 76, 78, 74] pessimistic bilevel problems in which the follower's constraints do not

depend on the leader's actions.

In this section, we illustrate regularization methods for the bilevel problems (PB) and

(OB) and also for bilevel problems in which the follower's problem is modelized by an

equilibrium or a quasi -equilibrium problem. Due to the relevance of inequality con-

straints investigation in optimization theory, we assume that the follower's constraints

are described by a �nite number of inequalities whereas, for the sake of brevity, the

leader's constraints are assumed to be constant. Then, we set

K(x) =

k⋂
i=1

Ki(x) =

k⋂
i=1

{y ∈ Y such that gi(x, y) ≤ 0} , (2)

where X and Y are nonempty subsets of two Euclidean spaces, gi is a function from

X × Y to R for i = 1, . . . , k, and we denote by:

• S the set of solutions to the optimistic bilevel problem (OB), i.e. the set of strong

Stackelberg solutions of (OB).

• W the set of solutions to the pessimistic bilevel problem (PB), i.e. the set of weak

Stackelberg solutions of (PB).

3.1 Regularization of pessimistic bilevel optimization problems

First investigations on pessimistic bilevel optimization problems mainly consisted in

trying to obviate the lack of solutions, which may arise, as shown in Example 2.1, even

in very simple models. In fact, in that example the marginal function

e(x) = sup
y∈M(x)

L(x, y)

is not lower semicontinuous and this is a possible consequence of the fact that the map

M does not enjoy an important property, namely lower semicontinuity.
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De�nition 3.1 [6] Let X and Y be nonempty subsets of two Euclidean spaces.

A set-valued map T : x ∈ X ⇒ T (x) ⊆ Y is lower semicontinuous over X if for any

x ∈ X, for any sequence (xn)n converging to x in X and any y ∈ T (x) there exists a

sequence (yn)n converging to y in Y such that yn ∈ T (xn) for n su�ciently large, that

is

T (x) ⊆ Lim inf
n

T (xn).

A set-valued map T from X to Y is closed over X if the graph of T is closed in X × Y ,
that is for any sequence (xn, yn)n converging to (x, y) ∈ X × Y , such that yn ∈ T (xn)

for n ∈ N, one has y ∈ T (x), equivalent to

Lim sup
n

T (xn) ⊆ T (x).

Here, Lim inf and Lim sup denote, respectively, the Painlevé-Kuratowski lower and upper

limit of a sequence of sets.

Then, let us recall the well-known maximum theorem [16, 6].

Lemma 3.1. If the following assumptions are satis�ed:

• the function L is lower semicontinuous over X × Y ;
• the set-valued map T : X ⇒ Y is lower semicontinuous over X;

then the marginal function de�ned by

sup
y∈T (x)

L(x, y)

is lower semicontinuous over X.

3.1.1 Approximate and strict approximate solutions

An attempt to present a complete discussion, which aimed to unify all previous results

in a general scheme, was given in [61] in the setting of topological vector spaces and

by analyzing the second-stage problem in the presence and in the absence of general or

inequality constraints. Unfortunately, using Γ-limits and working in a topological setting

have restricted the readability and the applicability of that paper, so, here we recall the

main idea and the principal results in a simpli�ed form but under more restrictive

assumptions.

Let ε > 0. The ε-argmin map

Mε : x ∈ X ⇒Mε(x) =

{
y ∈ K(x) such that F (x, y) ≤ inf

z∈K(x)
F (x, z) + ε

}
,

can be a potential candidate to substitute the argmin map M but, unfortunately, also

Mε may fail to be lower semicontinuous even when the constraints do not depend on x.

Example 3.1 [57, Ex. 2.3] Let X = Y = [0, 1], K(x) = [0, 1] for any x ∈ X. Consider

F (x, y) = −y2 + (1 + x)y − x for every (x, y) ∈ [0, 1]2 and any ε ∈ [0, 1/4[. Then, one

gets:
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� M(0) = {0, 1} and M(x) = {0} for every x ∈ ]0, 1];

� Mε(x) = [0, αε(x)] ∪ [βε(x), 1] , if x ∈ [0, ε];

� Mε(x) = [0, αε(x)] , if x ∈ ]ε, 1];

where αε(x) =
1

2

(
x+ 1−

√
(x+ 1)2 − 4ε

)
and βε(x) =

1

2

(
x+ 1 +

√
(x+ 1)2 − 4ε

)
solve the equation

y2 − (x+ 1)y + ε = 0.

So, both the maps M and Mε are not lower semicontinuous over X: M lacks the lower

semicontinuity property at the point x = 0 whereas Mε at the point x = ε.

Employing strict inequalities and then passing to large inequalities, when possible, is the

right way to proceed in order to get the lower semicontinuity property of the ε-minima,

so we consider

M̃ε : x ∈ X ⇒ M̃ε(x) =

{
y ∈ K(x) such that F (x, y) < inf

z∈K(x)
F (x, z) + ε

}
,

and the example above can be completed computing the strict ε-minima

� M̃ε(x) = [0, αε(x)[ ∪ ]βε(x), 1] , if x ∈ [0, ε[

� M̃ε(x) = [0, αε(x)[ , if x ∈ [ε, 1]

and realizing that M̃ε is lower semicontinuous over X.

In order to prove the lower semicontinuity of M̃ε, a crucial role is played both by the

lower semicontinuity and closedness of the constraints map K and by the continuity of

the follower's payo� function F , as shown by the next lemmas, which concern, respec-

tively, the continuity and convexity properties of inequality constraints maps and the

lower semicontinuity of M̃ε andMε. The �rst lemma can be found in [13, theorems 3.1.1

and 3.1.6].

Lemma 3.2. If the set X is closed and the following assumption is satis�ed:

C1) for every i = 1, . . . , k, the function gi is lower semicontinuous over X × Y ;

then, the set-valued map K is closed on X.

If the following assumptions are satis�ed:

C2) for every i = 1, . . . , k and y ∈ Y , the function gi(·, y) is upper semicontinuous over

X;

C3) for every i = 1, . . . , k and x ∈ X, the function gi(x, ·) is strictly quasiconvex (see

[13]) and upper semicontinuous on Y , which is assumed to be convex;

C4) for every x ∈ X there exists y ∈ Y such that max
i=1,...,k

gi(x, y) < 0;

then, the set-valued map K is lower semicontinuous and convex-valued over X.
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Remark 3.1 We emphasize that the strict quasiconvexity of the function gi(x, ·) guar-
antees that

Ki(x) ⊆ cl (intKi(x))

where the map Ki is de�ned in (2). This condition is crucial in proving the lower

semicontinuity of the map Ki, but Ki can be lower semicontinuous even if the function

gi(x, ·) is not strictly quasiconvex as it occurs, for example, with gi(x, y) = x2 − y2.

Lemma 3.3. [61, Th. 4.3] Under the assumptions C1) − C4), if the set X is closed,

the set Y is convex and compact and the function F is continuous over X ×Y , then the

map M̃ε is lower semicontinuous over X.

In order get the lower semicontinuity of Mε, a crucial role is also played by suitable

convexity properties of the data.

Lemma 3.4. [61, Th. 5.4] Under the assumptions of Lemma 3.3, if also the following

condition holds:

H1) the function F (x, ·) is strictly quasiconvex on K(x), for every x ∈ X;

then, the map Mε is lower semicontinuous over X.

The next step consists in achieving the lower semicontinuity of the marginal functions

eε : x ∈ X → sup
y∈Mε(x)

L(x, y) ẽε : x ∈ X → sup
y∈M̃ε(x)

L(x, y),

using Lemma 3.1, and then the existence of two types of approximate solutions for the

problem (PB), Wε and W̃ε, de�ned by

xε ∈ Wε ⇐⇒ e(xε) = inf
x∈X

eε(x) ⇐⇒ sup
y∈Mε(xε)

L(xε, y) = inf
x∈X

sup
y∈Mε(x)

L(x, y),

x̃ε ∈ W̃ε ⇐⇒ e(x̃ε) = inf
x∈X

ẽε(x) ⇐⇒ sup
y∈M̃ε(x̃ε)

L(x̃ε, y) = inf
x∈X

sup
y∈M̃ε(x)

L(x, y).

Proposition 3.1. Assume that the set X is compact and the function L is lower semi-

continuous over X × Y .
If assumptions of Lemma 3.3 hold, then the approximate solutions set W̃ε is nonempty

for any ε > 0.

If assumptions of Lemma 3.4 hold, then the approximate solutions set Wε is nonempty

for any ε > 0.

Now, two questions naturally arise:

• do the approximate security values wε and w̃ε, de�ned respectively by

wε = inf
x∈X

sup
y∈Mε(x)

L(x, y) w̃ε = inf
x∈X

sup
y∈M̃ε(x)

L(x, y),

converge towards the security value w of the original problem when ε tends to zero?

• are such approximate solutions stable with respect to perturbations of the data, for
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any �xed ε > 0?

The term stable should be intended in the following sense. Assume that the data of the

problem (PB) are asymptotically approached by the data of the perturbed problems

(PB)n �nd xn ∈ X such that sup
y∈Mn(xn)

Ln(xn, y) = inf
x∈X

sup
y∈Mn(x)

Ln(x, y),

where (Fn)n and (Ln)n are sequences of functions from X×Y to R. Let, for any n, Mε
n

be the ε-argmin map of Fn with constraints Kn. More speci�cally, given k sequences of

real valued functions (gi,n)n de�ned on X × Y , we set

Kn(x) =

k⋂
i=1

{y ∈ Y such that gi,n (x, y) ≤ 0} (3)

and we denote by Mε
n the map

Mε
n : x ∈ X ⇒Mε

n(x) =

{
y ∈ Kn(x) : Fn(x, y) ≤ inf

z∈Kn(x)
Fn(x, z) + ε

}
and by Wε

n the set

Wε
n =

{
x ∈ X : sup

y∈Mε
n(x)

Ln(x, y) = inf
u∈X

sup
y∈Mε

n(u)

Ln(u, y)

}
.

Then, one asks under which assumptions any convergent sequence (xεn)n of approximate

solutions for (PB)n converges to xε ∈ Wε and one has

Limsup
n

Wε
n ⊆ Wε, ∀ ε > 0. (4)

The following propositions answer to both questions.

Proposition 3.2. [57, Cor. 2.2] Under the assumptions of Lemma 3.3, if in addition

the function L is upper semicontinuous over X × Y , then

lim
ε→0

w̃ε = w = lim
ε→0

wε.

We remark that:

• under the assumptions of Proposition 3.2, the map Mε may be not lower semicon-

tinuous over X, so this property is not necessary for the approximate security values

convergence;

• no convexity assumption is made on gi, F and L.

Proposition 3.3. [61, Th. 7.6] Assume that X is compact and Y is convex and compact.

If the sequences of functions (Fn)n and (gi,n)n continuously converge over X ×Y to the

functions F and gi respectively, L is lower semicontinuous over X × Y , assumptions

C1)− C4) and the following hold for any n ∈ N:

C3,n) for every i = 1, . . . , k and x ∈ X, the function gi,n(x, ·) is strictly quasi-convex

on Y ;
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C4,n) for every x ∈ X there exists y ∈ Y such that max
i=1,...,k

gi,n(x, y) < 0;

H2,n) for any (x, y) ∈ X×Y and any sequence (xn, yn)n converging to (x, y) in X×Y
one has

lim sup
n→+∞

Ln(xn, yn) ≤ L(x, y),

then the ε-solutions are stable, i.e inclusion in (4) holds, for any ε > 0.

We stress that, in general, one cannot prove a result analogous to (4) also for the strict

approximate solutions W̃ε, due to the open nature of them. A natural extension of the

previous investigations was the research of possible candidates to substitute the lacking

weak Stackelberg solutions to (PB), which will be presented in the next subsection.

We mention that the approximate solutions presented above have been afterwards

employed in [3, 1] (about the strong-weak Stackelberg problem, which generalizes prob-

lems (PB) and (OB)) and in [45].

3.1.2 Inner regularizations and viscosity solutions

The following procedure seems to be quite natural to obviate the lack of solutions for

pessimistic bilevel optimization problems:

• de�ning regularizing problems which have solutions under not too restrictive condi-

tions;

• utilizing sequences of solutions to the regularizing problems admitting convergent

subsequences;

• considering a limit point of one of such subsequences as a surrogate solution to (PB)

provided that the supremum values of the objective functions calculated in such approx-

imating solutions converge to the security value w.

To accomplish the �rst step, we identify the set-valued map properties that are helpful

in this regularization process.

De�nition 3.2 [57, Def. 2.1] A family of set-valued maps T = {T ε, ε > 0}, where

T ε : x ∈ X ⇒ T ε(x) ⊆ Y,

is an inner regularization for the family of minimum problems {(Px), x ∈ X} if the

conditions below are satis�ed:

R1) M(x) ⊆ T ε(x) ⊆ T η(x) for every x ∈ X and 0 < ε < η;

R2) for any x ∈ X, any sequence (xn)n converging to x in X and any sequence of

positive numbers (εn)n decreasing to zero, one has

Lim sup
n

T εn(xn) ⊆M(x);

R3) T ε is a lower semicontinuous set-valued map on X, for every ε > 0.
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The above de�nition is related to the pessimistic nature of the problem (PB) and we

are aware that di�erent problems at the upper level would require di�erent de�nitions

of inner regularizations for the family {(Px), x ∈ X}.
The strict and large ε-argmin maps, M̃ =

{
M̃ε, ε > 0

}
andM = {Mε, ε > 0}, constitute

inner regularization classes under appropriate conditions.

Proposition 3.4. [57, Cor. 2.1] The family M̃ is an inner regularization whenever the

assumptions of Lemma 3.3 are satis�ed.

The family M is an inner regularization whenever the assumptions of Lemma 3.4 are

satis�ed.

Other inner regularization classes can be found in [57] and also in [56], where the con-

straints of the second-stage problem are allowed to be violated. Here, we only mention

the following ones:

Mε
d : x ∈ X ⇒Mε

d (x) =

{
y ∈ Y : d(y,K(x)) ≤ ε and F (x, y) ≤ inf

z∈K(x)
F (x, z) + ε

}
,

M̃ε
d : x ∈ X ⇒ M̃ε

d (x) =

{
y ∈ Y : d(y,K(x)) < ε and F (x, y) < inf

z∈K(x)
F (x, z) + ε

}
.

Proposition 3.5. The family M̃d =
{
M̃ε
d , ε > 0

}
is an inner regularization whenever

the assumptions of Lemma 3.3 are satis�ed.

The family Md = {Mε
d , ε > 0} is an inner regularization whenever the assumptions of

Lemma 3.4 are satis�ed.

Proof. The result follows by arguing as in [56] and using Lemma 3.2.

However, assumption C4), which is crucial for the lower semicontinuity of the constraints

map K, could be not satis�ed, so a good alternative to Mε
d and M̃ε

d could be the maps:

Gε : x ∈ X ⇒ Gε(x) =

k⋂
i=1

{
y ∈ Y : gi(x, y) ≤ ε and F (x, y) ≤ inf

z∈K(x)
F (x, z) + ε

}
,

G̃ε : x ∈ X ⇒ G̃ε(x) =

k⋂
i=1

{
y ∈ Y : gi(x, y) < ε and F (x, y) < inf

z∈K(x)
F (x, z) + ε

}
.

Proposition 3.6. Assume that Y is convex and compact and F is continuous over

X × Y . Then:
• the family G̃ =

{
G̃ε, ε > 0

}
is an inner regularization whenever assumptions C1) −

C3) and the following hold:

C5) for every ε > 0 and x ∈ X there exists y ∈ Y such that max
i=1,...,k

gi(x, y) < ε;

• the family G = {Gε, ε > 0} is an inner regularization whenever the assumptions

C1)− C3), C5) and H1) are satis�ed.
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Proof. Assumptions C1), C2) and C5) guarantee that the map

x ∈ X ⇒
k⋂
i=1

{y ∈ Y : gi(x, y) < ε}

is lower semicontinuous over X × Y , as well assumptions C1) − C3) and C5) guarantee

that the map

x ∈ X ⇒
k⋂
i=1

{y ∈ Y : gi(x, y) ≤ ε}

is lower semicontinuous over X × Y . Then, the result can be proved arguing as in

propositions 2.1, 2.2 and 2.4 in [56].

The next steps consist in introducing the concept of viscosity solution for pessimistic

bilevel optimization problems related to an inner regularization class and in stating a

related existence result.

De�nition 3.3 [57, Def. 2.2] Let T be an inner regularization for the family {Px, x ∈ X}.
A point x̄ ∈ X is a T-viscosity solution for (PB) if for every sequence (εn)n decreasing

to zero there exists (xεn)n, x
εn ∈ X for any n ∈ N, such that:

V1) a subsequence of (xεn)n converges to x̄;

V2) sup
y∈T εn (xεn )

L(xεn , y) = inf
x∈X

sup
y∈T εn (x)

L(x, y) ∀ n ∈ N;

V3) lim
n→+∞

sup
y∈T εn (xεn )

L(xεn , y) = inf
x∈x

sup
y∈M(x)

L(x, y) = w.

Theorem 3.1. [57, Prop. 4.1] If T = {T ε, ε > 0} is an inner regularization for the

family {(Px), x ∈ X}, the sets X and Y are compact and the function L is continuous

over X × Y , then there exists a T-viscosity solution for the pessimistic problem (PB).

Suitable existence results of viscosity solutions with respect to each of the families con-

sidered above can be derived from Theorem 3.1 and propositions 3.4, 3.5 and 3.6.

The next example illustrates the above procedure in a simple case.

Example 3.2 Let X = [0, 1], Y = [−1, 1], L(x, y) = x + y and F (x, y) = xy for every

(x, y) ∈ X × Y . Consider i = 1 and g1(x, y) = x2 − y2, so that K(x) = [−1,−x]∪ [x, 1].

If ε ∈ ]0, 2], it is easy to check that:

� the argmin map M of the minima to (Px) is not lower semicontinuous at x = 0,

since M(0) = Y and M(x) = {−1} for every x ∈ ]0, 1];

� the marginal function e(x) is not lower semicontinuous at x = 0, since e(0) = 1

and e(x) = x− 1 for every x ∈ ]0, 1];

� the problem (PB) does not have a solution since w = inf
x∈X

sup
y∈M(x)

L(x, y) = −1

but e(x) > −1 for every x ∈ [0, 1];
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� the map M̃ε
d is lower semicontinuous over X since M̃ε

d (x) = [−1, 1] if x ∈ [0, ε/2[

and M̃ε
d (x) = [−1,−1 + ε/x[ if x ∈ [ε/2, 1];

� the minimum point of the marginal function sup
y∈M̃ε

d(·) L(·, y) is x̃εd =
√
ε and

w̃εd = inf
x∈X

sup
y∈M̃ε

d(x)

L(x, y) = −1 + 2
√
ε;

� the family M̃d is an inner regularization even if the function g1(x, ·) is not strictly
quasiconvex (see Remark 3.1);

� the data satisfy the conditions in Theorem 3.1;

� the M̃d-viscosity solution for (PB) is x = 0.

3.2 Approximation of optimistic bilevel optimization problems

As we observed in paragraph C of Section 2, a strong Stackelberg equilibrium exists un-

der not too restrictive conditions. However, when such a problem has to be approached

by a sequence of perturbed problems (e.g. in discretization process of (OB) in an in�nite

dimensional setting), the perturbed solutions may not converge towards a solution of

the original problem, that is such problems are lacking in stability in the sense speci�ed

in Subsection 3.1.1.

More precisely, assume that the data of the problem (OB) are asymptotically approached

by the data of the perturbed problems

(OB)n �nd xn ∈ X such that inf
y∈Mn(xn)

Ln(xn, y) = inf
x∈X

inf
y∈Mn(x)

Ln(x, y),

where (Fn)n and (Ln)n are sequences of functions from X × Y to R and, for any n,

Kn is de�ned as in (3) and Mn is the argmin map of Fn with constraints Kn. Then,

denoted by Sn the set of solutions to (OB)n, for any n ∈ N, one asks if one has

Lim sup
n

Sn ⊆ S

and the answer is negative, in general.

Example 3.3 Let X = Y = [0, 1], K(x) = Kn(x) = Y , Fn(x, y) = y/n and Ln(x, y) =

−xy + 1/n. It is easy to see that:

� (Fn)n and (Ln)n uniformly converge, and therefore also continuously converge, to

the functions de�ned by F (x, y) = 0 and L(x, y) = −xy respectively;

� M(x) = [0, 1] and, for any n ∈ N, Mn(x) = {0} for every x ∈ [0, 1];

� S = {1} and, for any n ∈ N, Sn = [0, 1].

Then, Lim sup
n

Sn 6⊆ S.
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Nevertheless, also in the optimistic case, regularizing the follower's reaction set turns

out to be useful to obtain satisfactory approximation results for the strong Stackelberg

values and solutions.

In line with the pessimistic case, we de�ne:

sε = inf
x∈X

inf
y∈Mε(x)

L(x, y) and s̃ε = inf
x∈X

inf
y∈M̃ε(x)

L(x, y),

Sε =

{
x ∈ X : inf

y∈Mε(x)
L(x, y) = inf

u∈X
inf

y∈Mε(u)
L(u, y)

}
,

S̃ε =

{
x ∈ X : inf

y∈M̃ε(x)
L(x, y) = inf

u∈X
inf

y∈M̃ε(u)
L(u, y)

}
,

Sεn =

{
x ∈ X : inf

y∈Mε
n(x)

Ln(x, y) = inf
u∈X

inf
y∈Mε

n(u)
Ln(u, y)

}
.

Proposition 3.7. [60, Th. 3.2] Under the assumptions of Lemma 3.3, if in addition:

the function L is lower semicontinuous over X × Y , then

lim
ε→0

sε = s = lim
ε→0

s̃ε and Lim sup
ε→0

Sε ⊆ S.

Proposition 3.8. [60, Th. 5.6] Assume that X is compact and Y is convex and compact.

If the sequences of functions (Fn)n and (gi,n)n continuously converge over X ×Y to the

functions F and gi respectively, assumptions C1) − C4), C3,n), C4,n), H1), H2,n) and

the following hold for any n ∈ N:

H3,n) for any (x, y) ∈ X × Y and any sequence (xn, yn)n converging to (x, y) in X × Y
one has

L(x, y) ≤ lim inf
n→+∞

Ln(xn, yn);

then, for any ε > 0

Lim sup
n

Sεn ⊆ Sε.

Moreover, one has

Lim sup
ε→0

(
Lim sup

n
Sεn
)
⊆ S.

However, in this approximation process, the role of ε and n cannot be inverted and,

in general, one cannot get a result of the type

Lim sup
n

Sεn ⊆ S, (5)

with (εn)n decreasing to zero, as shown by the next example.

Example 3.4 Let X = Y = [0, 1], K(x) = Kn(x) = Y , Fn(x, y) = y/n and Ln(x, y) =

x(x− y) + 1/n. It can be computed that:

� (Fn)n and (Ln)n continuously converge on X × Y to the functions de�ned by

F (x, y) = 0 and L(x, y) = x(x− y) respectively;
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� M(x) = Mε(x) = [0, 1] for every x ∈ X;

� for any n ∈ N, Mε
n(x) = [0, nε] if nε ≤ 1 and Mε

n(x) = [0, 1] if nε > 1;

� S = Sε = {1/2} and, for any n ∈ N, Sεn = {nε/2} if nε ≤ 1 and Sεn = {1/2} if
nε > 1.

Therefore,

Lim sup
ε→0

(
Lim sup

n
Sεn
)

= S and Lim sup
n

(
Lim sup
ε→0

Sεn
)

= {0} 6⊆ S,

and we remark that Lim sup
n

Sεn ⊆ S if the sequence (εn)n is in�nitesimal of the �rst

order.

It would be interesting de�ning suitable viscosity solutions also for optimistic bilevel

optimization problems aimed to reach an inclusion analogous to (5).

This is a still unexplored topic, but given an optimistic bilevel problem approached by a

sequence of approximating optimistic bilevel problems (OB)n, it seems to be reasonable

investigating the limit points of sequences of solutions to (OB)n that are not so far from

the solution set to (OB).

We mention that algorithms to approach approximate solutions to (OB) have been

developed in [66], where the reformulation of (OB) via the optimal value function is

exploited, and in [44], where a reformulation of (OB) as a generalized Nash equilibrium

problem is employed.

3.3 Regularization of bilevel problems with equilibrium constraints

Stackelberg games are models that can be naturally extended to the case where there

are one leader and one, or more than one, follower who solve a second-stage problem

described by a parametric variational inequality, Nash equilibrium, quasi-variational

inequality or more generally quasi-equilibrium. The critical issues of pessimistic and op-

timistic approach are still present and regularizing the problem solved by the follower(s)

is useful also in this case. First we present the case where one solves a variational

inequality in the second stage. The set of solutions of such a parametric variational

inequality can be considered as the follower's constraints in the �rst stage, so tradition-

ally the associate bilevel problem is called bilevel problems with variational inequality

constraints, and analogously for the other problems considered in the second stage.

3.3.1 Variational inequality constraints

Assume that A is a function from X × Y to Y and consider the family of variational

inequalities {(Vx), x ∈ X}, where any problem (Vx) consists in �nding, see [12],

y ∈ K(x) such that 〈A(x, y), y − w〉 ≤ 0 ∀ w ∈ K(x).
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Then, the pessimistic and the optimistic bilevel problems with variational inequality in

the second stage are respectively de�ned by:

(PBV I) �nd x ∈ X such that sup
y∈V(x)

L(x, y) = inf
u∈X

sup
y∈V(u)

L(u, y),

(OBV I) �nd x ∈ X such that inf
y∈V(x)

L(x, y) = inf
u∈X

inf
y∈V(u)

L(u, y),

where, for any x, V(x) is the set of solutions to the variational inequality (Vx).

In this case, given a positive number ε, fruitful regularizations of the follower's reaction

set consist in �nding

y ∈ K(x) such that 〈A(x, y), y − w〉 ≤ ε ∀w ∈ K(x)

or

y ∈ K(x) such that 〈A(x,w), y − w〉 ≤ ε ∀w ∈ K(x),

together with their strict versions. This double possibility of regularizing the map V
follows from using the Minty type variational inequality, which consists in �nding

y ∈ K(x) such that 〈A(x,w), y − w〉 ≤ 0 ∀w ∈ K(x),

use which is essential in in�nite dimensional spaces, as displayed in [12].

The above regularizations have been employed for investigating, in a theoretical setting,

well-posedness in [64] and stability properties in [51] of (OBV I) in Banach spaces;

moreover, we mention that an exact penalization scheme has been proposed in [110]

for deriving necessary optimality conditions of (OBV I). Convergence properties of

the approximate weak Stackelberg values of (PBV I) can be found in [52] in �nite

dimensional spaces. They have been also considered, in applied framework as truss

topology optimization in [36] or climate regulation policy in [34].

3.3.2 Nash equilibrium constraints

Consider Y =
l∏

j=1

Yj and l real-valued functions F1, . . . , Fl de�ned on X ×Y . Then, for

any x ∈ X, the Nash equilibrium problem (NEx) consists in �nding

yyy ∈ Y such that Fj(x,yyy) ≤ inf
uj∈Yj

Fj(x, uj , yyy−j) ∀ j = 1, .., l,

where yyy−j = (y1, . . . , yj−1, yj+1, . . . , yl), and the pessimistic and the optimistic bilevel

problems with Nash equilibrium problem in the second stage are respectively de�ned by:

(PBNE) �nd x ∈ X such that sup
yyy∈N (x)

L(x,yyy) = inf
u∈X

sup
yyy∈N (u)

L(u,yyy),

(OBNE) �nd x ∈ X such that inf
yyy∈N (x)

L(x,yyy) = inf
u∈X

inf
yyy∈N (u)

L(u,yyy),
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where, for any x, N (x) is the set of solutions to the Nash equilibrium problem (NEx).

Regularizing the follower's reaction set consists, in this case, in considering:

N ε(x) =

{
yyy ∈ Y : Fj(x,yyy) ≤ inf

uj∈Yj

Fj(x, uj , yyy−j) + ε ∀ j = 1, .., l

}
,

that is the classical set of approximate Nash equilibria (see, for example, [10]), or

N̂ ε(x) =

yyy ∈ Y :

l∑
j=1

Fj(x,yyy) ≤ inf
uj∈Yj

l∑
j=1

Fj(x, uj , yyy−j) + ε

 ,

introduced and investigated in [94]. These sets do not coincide in general, as shown

in [94, Ex. 3.6], but both can be used to study parametric well-posedness properties of

Nash equilibrium problems since, as proven in [50],

lim
ε→0

diamN ε(x) = 0 ⇐⇒ lim
ε→0

diam N̂ ε(x) = 0.

Well posedness of optimistic bilevel problems with Nash equilibrium problem in the sec-

ond stage has been investigated in that paper, whereas viscosity solutions for pessimistic

ones have been introduced in [63] as a prototype for the concepts of viscosity solutions

for (PB) later developed.

3.3.3 Quasi-variational inequality constraints

Assume that T is a set-valued map from X ×Y to Y , A is a function from X ×Y to Y ,

and consider the family of quasi-variational inequalities {(Qx), x ∈ X}, where any (Qx)

consists in �nding, see [12],

y ∈ Y such that y ∈ T (x, y) and 〈A(x, y), y − w〉 ≤ 0 ∀w ∈ T (x, y).

Then, the pessimistic and the optimistic bilevel problems with quasi-variational inequal-

ity in the second stage are de�ned respectively by:

(PBQI) �nd x ∈ X such that sup
y∈Q(x)

L(x, y) = inf
u∈X

sup
y∈Q(u)

L(u, y),

(OBQI) �nd x ∈ X such that inf
y∈Q(x)

L(x, y) = inf
u∈X

inf
y∈Q(u)

L(u, y),

where, for any x, Q(x) is the set of solutions to the quasi-variational inequality (Qx).

In this case, given a positive number ε, fruitful regularizations of the follower's reaction

set consist in �nding

y ∈ Y such that d (y, T (x, y)) ≤ ε and 〈A(x, y), y − w〉 ≤ ε ∀w ∈ T (x, y)

or

y ∈ Y such that d(y, T (x, y)) ≤ ε and 〈A(x,w), y − w〉 ≤ ε ∀w ∈ T (x, y)

together with their strict versions.

Requiring that an approximate solution to (Qx) may violate the constraints, provided
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that it remains in a neighborhood of them, is quite necessary in quasi-variational inequal-

ity setting where a �xed-point problem is involved, as shown in [48, Ex. 2.1]. The above

regularizations have been used in [53] for establishing convergence results of the weak

Stackelberg values of (PBQI) in �nite dimensional spaces, and in [54] for a complete

investigation in in�nite dimensional spaces of convergence properties of approximate

solutions and values of (OBQI) problems, there called semi-quasivariational optimistic

bilevel problems.

3.3.4 Quasi-equilibrium constraints

Let h be a real-valued function de�ned in X × Y × Y and let T be a set-valued map

from X ×Y to Y with nonempty values. For any x ∈ X, the quasi-equilibrium problem

(QEx) (also called quasi-variational problem in [59]) consists in �nding

y ∈ Y such that y ∈ T (x, y) and h(x, y, w) ≤ 0 ∀ w ∈ T (x, y).

The class of such problems encompasses several problems arising in optimization, in

game theory and in variational analysis, as illustrated in [59].

In [49], the concept of viscosity solutions relative to an inner regularization class for the

family {(QEx), x ∈ X} was introduced and it was proved that the map Q̃ε de�ned by

Q̃ε(x) = { y ∈ Y : d(y, T (x, y)) < ε and h(x, y, w) < ε ∀ w ∈ T (x, y)}

generate an inner regularization class under suitable assumptions and that the large

version of Q̃ε may fail to be an inner regularization under the same hypotheses. The

results were established in in�nite dimensional Banach spaces, so it had been necessary

to balance the use of weak and strong convergences in the assumptions, but, in �nite

dimensional spaces, the statements can be simpli�ed and made more readable.

4 Regularizing the follower's payo� function in Stackelberg games

The general non-single-valuedness of the follower's best reply correspondence M brings

out the di�culties in the numerical approximation of problems (PB) and (OB), as

mentioned in paragraph C of Section 2, as well as the need to de�ne constructive methods

for selecting an SPNE in Stackelberg games, as emphasized in paragraph E of Section 2.

For these reasons and possibly also for behavioural motivations (see, for example, [22]),

regularization methods involving the follower's payo� function have been introduced.

Such methods allow to construct sequences of perturbed problems where the solution of

the second-stage problem is unique by exploiting well-known regularization techniques

in convex optimization. For the sake of brevity, we will present only two approaches

for regularizing the follower's payo� function: the �rst one is based on the Tikhonov

regularization, the second one on the proximal regularization.

In this section we assume that the leader's and follower's action sets X and Y are
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subsets of the Euclidean spaces X and Y, respectively, and we denote by ‖·‖X and ‖·‖Y
the norm of X and Y, respectively. Furthermore, for the sake of brevity, both leader's

and follower's constraints are assumed to be constant.

4.1 Regularizing the follower's payo� function via Tikhonov method

Let us recall preliminarily the Tikhonov regularization method for the approximation of

solutions to convex optimization problems. Then, we illustrate how it has been employed

to regularize bilevel optimization problems (PB) or (OB) and to select SPNEs.

4.1.1 Tikhonov regularization in convex optimization

Assume we deal with the minimization problem

(P ) : min
a∈A

J(a),

where J is a real-valued function de�ned on a subset A of a Euclidean space A with

norm ‖·‖A. In [107] Tikhonov introduced, in an optimal control framework, the following

perturbed minimization problems

(P )Tλn
: min
a∈A

(
J(a) +

1

2λn
‖a‖2A

)
,

where n ∈ N and λn > 0, and he proved the connections between the solutions to

problem (P )Tλn
and the solutions to problem (P ), which are recalled in the next well-

known result.

Theorem 4.1. Assume that the set A is compact and convex, the function J is lower

semicontinuous and convex over A and limn→+∞ λn = +∞.

Then, problem (P )Tλn
has a unique solution āTn ∈ A, for any n ∈ N, and the sequence

(āTn )n is convergent to the minimum norm element of the set of the minimizers of J

over A, so ∣∣∣∣∣∣∣∣ lim
n→+∞

āTn

∣∣∣∣∣∣∣∣
A

= inf
a∈V
‖a‖A,

where V = Arg minz∈A J(z).

Therefore, the Tikhonov regularization method allows to approach a solution of a

convex minimization problem by constructing a sequence of perturbed problems, in

general better-behaved than the original problem, that have a unique solution. Further-

more, the limit of the sequence generated accordingly is uniquely characterized in the

set of solutions to the original problem.

We mention that, afterwards, Tikhonov regularization has been broadly exploited for

�nding Nash equilibria in one-stage games where players move simultaneously: see [7,

47] for zero-sum games (with applications also to di�erential games) and [93, Section 4],

[43, 25] for general N -players games.
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4.1.2 Tikhonov regularization of the follower's payo� function in Stackel-

berg games

Let Γ = (X,Y, L, F ) be a Stackelberg game. The �rst attempt to regularize the follower's

payo� function by employing Tikhonov regularization is due to Loridan and Morgan in

[78]. Having in mind to approximate problem (PB), for any x ∈ X they considered the

following Tikhonov-regularized second-stage problems

(Px)Tλn
: min
y∈Y

(
F (x, y) +

1

2λn
‖y‖2Y

)
,

where n ∈ N and λn > 0. The next result states preliminarily properties about the

connections between the perturbed problems (Px)Tλn
and problem (Px) as n goes to +∞.

Proposition 4.1. [78, Prop. 3.1] Assume that the set Y is compact and convex, the

function F is continuous over X × Y and limn→+∞ λn = +∞.

Then, for any x ∈ X and any sequence (xn)n converging to x in X, we have

� lim
n→+∞

inf
y∈Y

(
F (xn, y) + 1

2λn
‖y‖2Y

)
= inf
y∈Y

F (x, y);

� Lim sup
n

Arg min
y∈Y

(
F (xn, y) + 1

2λn
‖y‖2Y

)
⊆M(x).

Remark 4.1 We highlight that the sequence of functions generated by Tikhonov-

regularizing the follower's payo� function satis�es assumptions (F1), (F2) and (F̃2)

in [75, Section 4], therefore additional results involving ε-solutions and strict ε-solutions

hold by applying propositions 4.2, 4.4 and 6.1 in [75]. For instance, the inclusion stated

in Proposition 4.1 above is still valid even when considering ε-argmin maps.

More speci�c results concerning problems (Px)Tλn
and the connections with (Px)

are achieved by adding a convexity assumption, usual in a Tikhonov regularization

framework.

Proposition 4.2. [78, Prop. 3.2 and 3.4] Assume that the function F (x, ·) is convex

over Y for any x ∈ X and hypotheses of Proposition 4.1 are satis�ed.

Then, for any x ∈ X,

� problem (Px)Tλn
has a unique solution ϕ̄Tn (x) ∈ Y for any n ∈ N, that is

{ϕ̄Tn (x)} = Arg min
y∈Y

(
F (x, y) +

1

2λn
‖y‖2Y

)
; (6)

� lim
n→+∞

ϕ̄Tn (x) = ϕ̂(x), where ϕ̂(x) is the minimum norm element of the set M(x),

that is

{ϕ̂(x)} = Arg min
y∈M(x)

‖y‖Y . (7)

Furthermore, for any n ∈ N and any sequence (xk)k converging to x in X, we have

lim
k→+∞

ϕ̄Tn (xk) = ϕ̄Tn (x) and lim
k→+∞

F (xk, ϕ̄
T
n (xk)) = F (x, ϕ̄Tn (x)).
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Remark 4.2 Under the assumptions of Proposition 4.2 additional results regarding ε-

solutions have been proved in [78, Proposition 3.3] for the Tikhonov-regularized problem

(Px)Tλn
.

We point out that, in general, the sequence (ϕ̄Tn )n is not continuously convergent to

ϕ̂ (for the de�nition of continuous convergence see Proposition 2.1), as shown in [78,

Remark 3.1] and in the example below.

Example 4.1 Consider X = Y = [−1, 1] and F (x, y) = −xy. The follower's best reply
correspondence M is given in (1). Choosing λn = n, for any x ∈ X we obtain

ϕ̄Tn (x) =


−1, if x ∈ [−1,−1/n[

nx, if x ∈ [−1/n, 1/n]

1, if x ∈]1/n, 1]

and ϕ̂(x) =


−1, if x ∈ [−1, 0[

0, if x = 0

1, if x ∈]0, 1].

Therefore, the sequence of functions (ϕ̄Tn )n is not continuously convergent to ϕ̂, as the

function ϕ̂ is not continuous at x = 0.

Now, let us consider the following Tikhonov-regularized bilevel problems:

(SP )Tλn

min
x∈X

L(x, ϕ̄Tn (x))

where ϕ̄Tn (x) is the solution to (Px)Tλn
.

Provided that assumptions of Proposition 4.2 are satis�ed, (SP )Tλn
is a Stackelberg

problem for any n ∈ N since the solution to the second-stage problem is unique. Two

questions arise:

1) Are there solutions to (SP )Tλn
?

2) What happens when n→ +∞ ?

The next proposition provides the answer to the �rst question.

Proposition 4.3. [78, Prop. 3.5] Assume that the set X is compact, Y is compact and

convex, the functions L and F are continuous over X × Y and the function F (x, ·) is

convex over Y for any x ∈ X.

Then, the Tikhonov-regularized Stackelberg problem (SP )Tλn
has at least one solution,

for any n ∈ N.

As regards to investigation on the connections between (SP )Tλn
and (PB) as n goes

to +∞, the second question is addressed in the following result.

Proposition 4.4. [78, Prop. 3.6] Assume that limn→+∞ λn = +∞ and hypotheses of

Proposition 4.3 are satis�ed. Denote with x̄Tn a solution to (SP )Tλn
for any n ∈ N.

Then, any convergent subsequence of the sequence (x̄Tn , ϕ̄
T
n (x̄Tn ))n in X × Y has a limit

(x̄, ȳ) which satis�es

L(x̄, ȳ) ≤ w and ȳ ∈M(x̄), (8)
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where w is the security value of (PB) de�ned in De�nition 1.2.

De�nition 4.1 [69] An action pro�le (x̄, ȳ) ∈ X×Y satisfying (8) is a lower Stackelberg

equilibrium pair for problem (PB).

The lower Stackelberg equilibrium pair solution concept was introduced in [69, Re-

mark 5.3] in the context of approximation of (PB) via ε-solutions. Note that a result

analogous to Proposition 4.4 has been obtained in [74] for the least-norm regularization

of the second-stage problem of (PB). In fact such a regularization, which is an adapta-

tion of the method introduced in [104] and which involves the regularization both of the

follower's optimal reaction set and of the follower's payo� function, generates sequences

of action pro�les whose limit points are lower Stackelberg equilibrium pairs, as proved

in propositions 2.6 and 3.5 in [74].

We observe that if (x̄, ȳ) is a weak Stackelberg equilibrium of (PB), then (x̄, ȳ) is a

lower Stackelberg equilibrium pair. The converse is not true, in general, as illustrated

in the following example.

Example 4.2 Consider X = [1/2, 2], Y = [−1, 1],

L(x, y) = −x− y and F (x, y) =

0, if x ∈ [1/2, 1[

(x− 1)y, if x ∈ [1, 2].

The pair (1, 1) is a lower Stackelberg equilibrium, whereas the unique weak Stackelberg

equilibrium is (2,−1).

Remark 4.3 It is worth to emphasize that, in general, the sequence (x̄Tn )n, where x̄
T
n is

a solution to (SP )Tλn
, converges neither to a weak Stackelberg (or pessimistic) solution

of (PB) nor to a strong Stackelberg (or optimistic) solution of (OB); analogously, the

sequence (x̄Tn , ϕ̄
T
n (x̄Tn ))n converges, in general, neither to a weak Stackelberg equilibrium

nor to a strong Stackelberg equilibrium, as illustrated in the next example also used in

[93].

Example 4.3 Consider X = [−1/2, 1/2], Y = [−1, 1],

L(x, y) = −x− y and F (x, y) =


(x+ 1/4)y, if x ∈ [−1/2,−1/4[

0, if x ∈ [−1/4, 1/4]

(x− 1/4)y, if x ∈]1/4, 1/2].

The sequences (x̄Tn )n and (x̄Tn , ϕ̄
T
n (x̄Tn ))n converge to −1/4 and (−1/4, 1), respectively.

Instead, the strong Stackelberg solution is 1/4 and the strong Stackelberg equilibrium

is (1/4, 1), whereas the weak Stackelberg solution and the weak Stackelberg equilibrium

do not exist.

Afterwards, the Tikhonov regularization approach illustrated up to now has been

employed in [26] where, by requiring stronger assumptions on the payo� functions, fur-
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ther regularity properties for the Tikhonov-regularized second-stage problem (Px)Tλn

have been shown. Moreover, an algorithm have been designed for the solutions of the

Tikhonov-regularized Stackelberg problem (SP )Tλn
as n goes to +∞.

We mention that a regularization approach in the same spirit of (Px)Tλn
consists in

considering the following perturbed second-stage problems

min
y∈Y

(
F (x, y) +

1

2λn
L(x, y)

)
,

which have a unique solution for any n ∈ N, provided that the function L(x, ·) is strongly
convex on Y for any x ∈ X. In [32] such a Tikhonov-like approach has been investi-

gated for problem (OB), in order to circumvent the non-uniqueness of the solutions to

the second-stage problem, and an algorithm has been proposed. Further discussions on

this kind of regularization can be found in [28, Subsection 7.3.2].

We highlight that the idea of using the leader's payo� function in the regulariza-

tion of the second-stage problem goes back to Molodtsov in [88]: he introduced a

�mixed� regularization method, by combining both the regularization of the follower's

reaction set and the regularization of the follower's payo� function, which allows to ap-

proximate problem (PB) via a sequence of strong Stackelberg problems. Then, more

general properties of the Molodtsov regularization have been obtained in [79], where

perturbations of the data of problem (PB) have been also considered.

4.1.3 Selection of SPNEs via Tikhonov regularization

A Stackelberg game where the follower's best reply correspondence M is not single-

valued could have in�nitely many SPNEs, as illustrated in Example 2.4. Therefore, let

us focus on how restricting the number of SPNEs or, better yet, picking just one. The

�rst attempt to select an SPNE via a constructive approach that allows to overcame the

non-single-valuedness of M is due to Morgan and Patrone in [93], where the Tikhonov

regularization approach presented in Subsection 4.1.2 was exploited.

Let Γ = (X,Y, L, F ) be a Stackelberg game and consider the following Tikhonov-

regularized Stackelberg games

ΓTλn
= (X,Y, L, F Tλn

),

where F Tλn
: X × Y → R is de�ned on X × Y by

F Tλn
(x, y) = F (x, y) +

1

2λn
‖y‖2Y,

for any n ∈ N, i.e. ΓTλn
is the game obtained from Γ by replacing the follower's payo�

function F with the objective function of the Tikhonov-regularized problem (Px)Tλn
.

Propositions 4.2 and 4.3 imply the following properties for ΓTλn
.

Corollary 4.1. Under the assumptions of Proposition 4.3 we have, for any n ∈ N,
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� the follower's best reply correspondence in ΓTλn
is single-valued;

� the game ΓTλn
has at least one SPNE: the strategy pro�le (x̄Tn , ϕ̄

T
n (·)), where

ϕ̄Tn : X → Y is de�ned in (6) and x̄Tn ∈ X is a solution to (SP )Tλn
, is an SPNE

of ΓTλn
.

Moreover, the sequence of strategies (ϕ̄Tn )n is pointwise convergent to the function ϕ̂

de�ned in (7).

It is natural to ask if the limit of the sequence of SPNEs (x̄Tn , ϕ̄
T
n (·))n, associated to

the sequence of perturbed Stackelberg games (ΓTλn
)n, is an SPNE of the original game

Γ. The answer is negative, in general, as displayed in the example below.

Example 4.4 Consider X, Y , L and F de�ned as in Example 2.1. The follower's

best reply correspondence M is given in (1). Choosing λn = n, the SPNE of ΓTλn
is

(x̄Tn , ϕ̄
T
n (·)) where x̄Tn = −1/n and the function ϕ̄Tn is derived in Example 4.1; moreover

lim
n→+∞

x̄Tn = 0 and lim
n→+∞

ϕ̄Tn (x) = ϕ̂(x) for any x ∈ X,

where the function ϕ̂ is derived in Example 4.1. Regarding the strategy pro�le (0, ϕ̂(·)),
we have

� ϕ̂(x) ∈M(x) for any x ∈ X, so condition (SG1) in De�nition 1.5 is satis�ed,

� 0 /∈ Arg min
x∈X

L(x, ϕ̂(x)) = ∅, so condition (SG2) in De�nition 1.5 does not hold,

hence, (0, ϕ̂(·)) is not an SPNE of Γ.

In order to achieve an SPNE of Γ we need to take into account the limit of the

sequence of action pro�les (x̄Tn , ϕ̄
T
n (x̄Tn ))n.

Theorem 4.2. [93, Th. 3.1] Assume that limn→+∞ λn = +∞ and hypotheses of Propo-

sition 4.3 are satis�ed. Denote with (x̄Tn , ϕ̄
T
n (·)) an SPNE of ΓTλn

, as de�ned in Corol-

lary 4.1, for any n ∈ N.
If the sequence (x̄Tn , ϕ̄

T
n (x̄Tn ))n converges to (x̄T , ȳT ) in X × Y , then the strategy pro�le

(x̄T , ϕ̃T (·)) where

ϕ̃T (x) =

ȳT , if x = x̄T

ϕ̂(x), if x 6= x̄T

with ϕ̂(x) is de�ned in (7), is an SPNE of Γ.

Remark 4.4 Coming back to Example 4.4, we have that (x̄Tn , ϕ̄
T
n (x̄Tn )) = (−1/n,−1)

for any n ∈ N and (x̄T , ȳT ) = (0,−1). Therefore, the SPNE selected according to

Theorem 4.2 is (0, ϕ̃T (·)) where the function ϕ̃T : X → Y is de�ned on X by

ϕ̃T (x) =

−1, if x ∈ [−1, 0]

1, if x ∈]0, 1].

In fact, ϕ̃T (x) ∈M(x) for any x ∈ X and 0 ∈ Arg minx∈X L(x, ϕ̃T (x)).
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The following example shows that the SPNE selected according to Theorem 4.2 does

not coincide, in general, with the SPNEs induced by a weak or a strong Stackelberg

solution, as de�ned in De�nition 1.6.

Example 4.5 Consider X, Y , L and F de�ned as in Example 1.7. The sequence

(x̄Tn , ϕ̄
T
n (x̄Tn ))n converges to (7/4, 0), so the SPNE selected according to Theorem 4.2 is

the strategy pro�le (7/4, ϕ̃T (·)) where

ϕ̃T (x) =


1, if x ∈ [−2,−7/4[

0, if x ∈ [−7/4, 7/4]

−1, if x ∈]7/4, 2].

Such an SPNE is di�erent from the SPNEs induced by weak and strong Stackelberg

solutions, which are given in Example 1.7. Moreover, since Γ has multiple SPNEs and

only one of which is obtained via the method displayed above, the selection method for

SPNEs designed via Tikhonov regularization is e�ective.

The Tikhonov approach to select SPNEs presented in this subsection has been ex-

tended also to the class of one-leader two-follower Stackelberg games in [93, Section 4].

In this case the two followers, after having observed the action x chosen by the leader,

face a parametric two-player Nash equilibrium problem (NEx) (see Subsection 3.3.2).

By Tikhonov-regularizing the followers' payo� functions in problem (NEx), a sequence

of perturbed one-leader two-follower Stackelberg games has been de�ned where the so-

lution to the Nash equilibrium problem in the second-stage is unique. This allows to

select an SPNE similarly to Theorem 4.2, as proved in theorems 4.1 and 4.2 in [93].

4.2 Regularizing the follower's payo� function via proximal method

Let us recall �rstly the proximal regularization method for approximating the solutions

of a convex optimization problem. Then, we show how it can be employed to regularize

bilevel optimization problems (PB) or (OB) and to select SPNEs involving behavioural

motivations.

4.2.1 Proximal-point algorithm in convex optimization

Assume we deal with the minimization problem

(P ) : min
a∈A

J(a),

where J is a real-valued function de�ned on a subset A of a Euclidean space A with

norm ‖·‖A. The algorithm de�ned below has been introduced by Martinet in [86] for reg-

ularizing variational inequalities and by Rockafellar in [99] for �nding zeros of maximal

monotone operators.
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Proximal Point Algorithm (PA)

Fix an initial point ā0 ∈ A and de�ne for any n ∈ N

{āPn } = Arg min
a∈A

(
J(a) + 1

2γn
‖a− āPn−1‖2A

)
,

where γn > 0 for any n ∈ N.

The well-de�nedness of algorithm (PA) and its convergence properties are recalled in

the following well-known result stated in [99].

Theorem 4.3. Assume that the set A is compact and convex, the function J is lower

semicontinuous and convex over A and
∑+∞
n=1 γn = +∞.

Then, algorithm (PA) is well-de�ned and the sequence (āPn )n is convergent to a solution

of problem (P ), that is

lim
n→+∞

āPn ∈ Arg min
a∈A

J(a).

Remark 4.5 We point out that algorithm (PA) and its denomination rely on the

Moreau-Yosida regularization of J with parameter γ > 0, which is the function JPγ : A→
[−∞,+∞] de�ned on A by

JPγ (a) = inf
x∈A

(
J(x) +

1

2γ
‖x− a‖2A

)
,

introduced previously by Moreau in [90], and also called Moreau envelope or proximal

approximation.

Therefore, the proximal point algorithm allows to approximate a solution of a con-

vex minimization problem by constructing recursively a sequence of proximal-perturbed

problems, namely

(P )Pγn : min
a∈A

(
J(a) +

1

2γn
‖a− āPn−1‖2A

)
,

in general better-behaved than the original problem and that have a unique solution.

Looking at the di�erences with respect to the Tikhonov approach, we have

� the proximal-regularized problems (P )Pγn are recursively de�ned, di�erently from

the Tikhonov-regularized problems (P )Tλn
in Subsection 4.1.1;

� the limit of the sequence generated by (PA) is �just� a minimizer of J over A,

while in the Tikhonov approach the limit point is characterized as the minimum

norm element in the set of minimizers of J over A;

� as regards to the assumptions ensuring the convergence of algorithm (PA) and of

Tikhonov method, the hypothesis on the sequence of parameters (γn)n in Theo-

rem 4.3 is weaker than the corresponding hypothesis on (λn)n in Theorem 4.1.
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In a one-stage games framework, we mention that algorithm (PA) has been used in

[86, 99] also for approximating saddle-points in zero-sum games and in [38] in general

N -player games. More recently, in [5] an alternating proximal minimization algorithm

has been proposed for two-player weighted potential games and in [17] Moreau-Yosida

regularization has been exploited to de�ne a new equilibrium concept to model strategic

uncertainty among players.

4.2.2 Proximal regularization of the follower's payo� function in Stackel-

berg games

Let Γ = (X,Y, L, F ) be a Stackelberg game. We �rst display some preliminarily results

on employing proximal regularization only in the second-stage problem similarly as

presented in Subsection 4.1.2 for the Tikhonov regularization. We do this in order to

make easier to illustrate the methodology for selecting an SPNE of Γ we will use in

the next subsection which involves the regularization of both players' payo� functions.

Consider the following approach: �xed an initial point ȳ0 ∈ Y , de�ne for any n ∈ N

{ϕ̄Pn (x)} = Arg min
y∈Y

(
F (x, y) +

1

2γn
‖y − ϕ̄Pn−1(x)‖2Y

)
for any x ∈ X, (9)

where γn > 0 for any n ∈ N and ϕ̄P0 (x) = ȳ0 for any x ∈ X.

Remark 4.6 Assume that Y is compact and convex, the function F is continuous over

X × Y , the function F (x, ·) is convex over Y for any x ∈ X and
∑+∞
n=1 γn = +∞. From

Theorem 4.3 it straightforwardly follows that, for any x ∈ X, the sequence (ϕ̄Pn (x))n is

well-de�ned and limn→+∞ ϕ̄Pn (x) ∈M(x).

Therefore, we can approach the follower's problem (Px) via a sequence of proximal-

regularized second-stage problems recursively de�ned by

(Px)Pγn : Arg min
y∈Y

(
F (x, y) +

1

2γn
‖y − ϕ̄Pn−1(x)‖2Y

)
,

and consequently we can de�ne the following proximal-regularized bilevel problems:

(SP )Pγn

min
x∈X

L(x, ϕ̄Pn (x))

where ϕ̄Pn (x) is the solution to (Px)Pγn

which come out to be Stackelberg problems, since the solution to the second-stage

problem of (SP )Pγn is unique for any n ∈ N. Analogously to Subsection 4.1.2, we are

interested in two questions.

1) Are there solutions to (SP )Pγn ?

2) What happens when n→ +∞ ?

By means of the maximum theorem, the function ϕ̄Pn : X → Y de�ned in (9) is contin-

uous over X, so the next proposition provides the answer to the �rst question.
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Proposition 4.5. Assume that the set X is compact, Y is compact and convex, the

functions L and F are continuous over X × Y and the function F (x, ·) is convex over

Y for any x ∈ X.

Then, the proximal-regularized Stackelberg problem (SP )Pγn has at least one solution, for

any n ∈ N.

Concerning the second question, the limit of the sequence generated by the solutions

to (SP )Pγn for any n ∈ N has no connections, in general, either with weak Stackelberg

(or pessimistic) solutions to (PB) or with strong Stackelberg (or optimistic) solutions

to (OB), as illustrated in the following example also used in [22].

Example 4.6 Consider X = [1/2, 2], Y = [−1, 1],

L(x, y) = x+ y and F (x, y) =

0, if x ∈ [1/2, 1[

(x− 1)y, if x ∈ [1, 2].

Choosing ȳ0 = 1 and γn = n, we obtain

ϕ̄Pn (x) =


1, if x ∈ [1/2, 1]

cn − cnx+ 1, if x ∈]1, 1 + 2/cn]

−1, if x ∈]1 + 2/cn, 2],

where

{
c1 = 1

cn+1 = cn + n+ 1 for any n ≥ 1.

Hence, the solution to (SP )Pγn is

ūPn =

1/2, if n = 1

1 + 2/cn, if n ≥ 2.

Since limn→+∞ cn = +∞, the sequence (ūPn )n converges to 1, which is neither a weak

nor a strong Stackelberg solution. In fact, a solution to (PB) does not exist, whereas

the solution to (OB) is 1/2. Consequently, even the sequence (ūPn , ϕ̄
P
n (ūPn ))n does not

converge either to a weak or to a strong Stackelberg equilibrium.

Example above shows also that, in general, the sequence of functions (ϕ̄Pn )n is not

continuously convergent. In fact, coming back to Example 4.6, it is su�cient to note

that the pointwise limit of (ϕ̄Pn )n de�ned by

lim
n→+∞

ϕ̄Pn (x) =

1, if x ∈ [1/2, 1]

−1, if x ∈]1, 2],

is not a continuous function.

We mention that methods involving proximal regularization have been recently pro-

posed in [100, 102] for solving the simple bilevel optimization problem

(SBP )


min
x∈E

l(x)

where E = Arg min
x∈∆

f(x),
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with ∆ convex subset of Rn and l and f real-valued convex functions de�ned on Rn.
Such a problem, �rstly studied in [106] and labelled as �simple� in [29], involves a non-

parametric second-stage problem di�erently from the general de�nitions of (PB) and

(OB), and its solutions clearly coincide with the weak and strong Stackelberg solutions.

Consequently, problem (SBP ) does not entail the same kind of inherent di�culties that

bilevel optimization problems (PB) and (OB) exhibit regarding the regularization issue,

as illustrated in this subsection and in Subsection 4.1.2.

4.2.3 Selection of SPNEs via proximal regularization

Let us present now how proximal regularization has been employed in Stackelberg games

in order to select SPNEs. Caruso, Ceparano and Morgan introduced in [22] a behavioural

motivated constructive method which involves the proximal regularization both in the

second-stage and in the �rst-stage problem (the additional regularization of the leader's

payo� function has been done in order to strongly motivate the behavioural interpreta-

tion of the method). Anyway, if the proximal regularization is carried out only in the

second-stage problem, by arguing analogously as in the proofs in [22], a selection result

for SPNEs can be proved even in such a case.

Let Γ = (X,Y, L, F ) be a Stackelberg game and consider the following procedure.

Stackelberg Game Proximal Procedure (SGP )

Fix an initial point (x̄0, ȳ0) ∈ X × Y and de�ne for any n ∈ N

(An)


{ϕ̄Pn (x)} = Arg min

y∈Y
FPγn(x, y), for any x ∈ X

x̄Pn ∈ Arg min
x∈X

LPβn
(x, ϕ̄Pn (x))

where for any (x, y) ∈ X × Y
FPγn(x, y) = F (x, y) + 1

2γn
‖y − ϕ̄Pn−1(x)‖2Y

LPβn
(x, y) = L(x, y) + 1

2βn
‖x− x̄Pn−1‖2X,

with γn > 0 for any n ∈ N and limn→+∞ γn = +∞,

βn > 0 for any n ∈ N and limn→+∞ βn = +∞,

and ϕ̄P0 (x) = ȳ0 for any x ∈ X.

Procedure (SGP ) allows to construct recursively a sequence of strategies (ϕ̄Pn (·))n, where
ϕ̄Pn is a function from X to Y , and a sequence of leader's actions (x̄Pn )n, where x̄

P
n ∈ X.

We point out that looking only at the follower's stage in procedure (SGP ), one can

recognize the same approach illustrated in Subsection 4.2.2 (for this reason here we kept

unchanged the notation ϕ̄Pn used previously).

In the next proposition, the well-de�nedness of procedure (SGP ) and its regularity and

convergence properties are stated.
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Proposition 4.6. [22, Prop. 1 and 2] Under the assumptions of Proposition 4.5 we

have

� procedure (SGP ) is well-de�ned;

� for any sequence (xk)k converging to x in X, we have

lim
k→+∞

ϕ̄Pn (xk) = ϕ̄Pn (x) for any n ∈ N;

� for any x ∈ X the sequence (ϕ̄Pn (x))n is convergent in Y to a solution of prob-

lem (Px).

Thanks to the well-de�nedness of procedure (SGP ), we can construct recursively a

sequence of of proximal-regularized Stackelberg games (ΓPυn)n where

ΓPυn = (X,Y, LPn , F
P
n )

is the game obtained from Γ by replacing the players' payo� functions L and F with the

proximal-regularized functions LPβn
and FPγn and υn = (γn, βn). Then, Proposition 4.6

shows in particular that for any n ∈ N the follower's best reply correspondence in ΓPυn is

single-valued and that the strategy pro�le (x̄Pn , ϕ̄
P
n (·)) ∈ X×Y X generated at step (An)

of procedure (SGP ) is an SPNE of ΓPυn obtained as update of (x̄Pn−1, ϕ̄
P
n−1(·)), SPNE of

ΓPυn−1
.

Before stating the SPNE selection result, we highlight that procedure (SGP ) has

a behavioural interpretation linked to the costs that players face when deviating from

their current actions, which is presented below.

Interpretation of the procedure At the generic step (An) of procedure (SGP ), the

follower chooses his strategy ϕ̄Pn taking into account his previous strategy ϕ̄Pn−1. In mak-

ing such a choice, he �nds an action that compromises between minimizing F (x, ·) and
being near to ϕ̄Pn−1(x), for any x ∈ X. The latter purpose is motivated according to an

anchoring e�ect, explained in [5, Subsection 1.4], which is formulated by subtracting a

quadratic slight cost to move that re�ects the di�culty of changing the previous action.

The coe�cient γn is linked to the per unit of distance cost to move of the follower and

it is related to the trade-o� parameter between minimizing F (x, ·) and minimizing the

distance from ϕ̄Pn−1(x). Since the same arguments apply for the preceding steps until

going up to step (A1), it follows that ϕ̄Pn (x) as well as the limit of ϕ̄Pn (x) embed the

willingness of being near to ȳ0. Analogous observations hold also for the leader, who

chooses an action having in mind to be near to his previous choices, and therefore even

with the purpose of being near to x̄0.

By taking into account the limit of the sequence of action pro�les (x̄Pn , ϕ̄
P
n (x̄Pn ))n,

the following existence result of an SPNE's selection holds.
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Theorem 4.4. [22, Th. 1] Assume that hypotheses of Proposition 4.5 are satis�ed and

let (x̄Pn , ϕ̄
P
n (·))n be the sequence of strategy pro�les generated by procedure (SGP ).

If the sequence (x̄Pn , ϕ̄
P
n (x̄Pn ))n converges to (x̄P , ȳP) in X × Y , then the strategy pro�le

(x̄P , ϕ̃P(·)) where

ϕ̃P(x) =

ȳ
P , if x = x̄P

lim
n→+∞

ϕ̄Pn (x), if x 6= x̄P ,

is an SPNE of Γ.

Theorem 4.4 points out that the sequence (x̄Pn , ϕ̄
P
n (·))n of SPNEs of the proximal-

regularized games (ΓPυn)n could not converge to an SPNE of Γ. This happens because

the follower's strategy ϕ̃P in the SPNE de�ned according to Theorem 4.4 could di�er

from the pointwise limit, whose existence is ensured by Proposition 4.6, of sequence

(ϕ̄Pn )n in one point. In fact, denoted with ϕ̄ : X → Y such a pointwise limit, if the two

limits

lim
n→+∞

ϕ̄Pn (x̄Pn ) and lim
n→+∞

ϕ̄Pn (x̄P), (10)

where x̄P = limn→+∞ x̄Pn , coincide, then ϕ̃
P(x) = ϕ̄(x) for any x ∈ X and the strategy

pro�le (x̄P , ϕ̄) is an SPNE of Γ in light of Theorem 4.4. Instead, if the two limits in (10)

do not coincide, then ϕ̃P(x̄P) 6= ϕ̄(x̄P) and the strategy pro�le (x̄P , ϕ̄) could be not an

SPNE of Γ, hence we need the follower's strategy ϕ̃P as in statement of Theorem 4.4

in order to get an SPNE. Examples 2 and 3 in [22] illustrate the two cases described

above: in the �rst one the two limits in (10) are equal, whereas, in the second one the

two limits in (10) are di�erent and the pair (x̄P , ϕ̄) comes out to be not an SPNE of the

game. Such examples show also that, in general, the sequence (ϕ̄Pn )n is not continuously

convergent to ϕ̄.

As regards to the connections with other methods for selecting SPNEs, the following

example shows that the selection method based on proximal regularization presented

in this subsection, the selection method relying on Tikhonov regularization described

in Subsection 4.1.3 and the way of selecting via weak and strong Stackelberg solutions

illustrated in Remark 2.4 do not generate, in general, the same SPNE.

Example 4.7 [22, Ex. 3, 5 and 6] Consider X, Y , L and F de�ned as in Example 4.6.

We have that

� the SPNE selected via proximal regularization is (1, ϕ̃P), where

ϕ̃P(x) =

1, if x ∈ [1/2, 1[

−1, if x ∈ [1, 2];

� the SPNE selected by using the Tikhonov regularization is (1, ϕ̃T ), where

ϕ̃T (x) =

0, if x ∈ [1/2, 1[

−1, if x ∈ [1, 2];
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� there are no SPNEs induced by a weak Stackelberg solution, as problem (PB) has

no solutions;

� there exists one SPNE induced by the (unique) strong Stackelberg solution: the

pair (1/2, ψ̄) where ψ̄(x) = −1 for any x ∈ [1/2, 2].

Finally, we mention that convergence results involving �costs of change� and proximal

methods in Stackelberg games have been recently investigated in [37, Section 5].

5 Conclusion

In this chapter we considered two-stage Stackelberg games, the natural environment

for di�erent kinds of mathematical problems that can arise depending on the leader's

information about the optimal responses of the follower. We discussed crucial issues

related to such problems and we provided two approaches for managing them. The

�rst one consists in regularizing the follower's optimal reaction set via the introduction

of appropriate solution concepts which allowed to obviate both the lack of existence

and stability of the weak Stackelberg (or pessimistic bilevel) problem and the lack of

stability of the strong Stackelberg (or optimistic bilevel) problem. The second one

consists in regularizing the follower's payo� function by employing the Tikhonov and

the proximal regularizations which enabled both to overcome the non-single-valuedness

of the follower's best reply correspondence and to select subgame perfect Nash equilibria.

We note that the issues and the approaches (for facing such issues) we focused in this

chapter are not the unique ones. For instance, the question of sensitivity analysis for

problems (PB) and (OB), has been recently investigated in [30, 31]. Moreover, beyond

the two regularizing approaches examined in this chapter, one can construct classes of

mixed regularization methods which exploit simultaneously both the idea of regularizing

the follower's optimal reaction set and of regularizing the follower's payo� function; �rst

approximation schemes of this type have been de�ned in [88, 74, 79].

For the sake of brevity, we dealt with Stackelberg games only in a static framework

(that is any player has actions which do not evolve over time) where players have a

single objective and just one leader acts in the �rst stage. However, such a Stackelberg

game models has been extended in many directions:

� Dynamic: players' actions are functions depending on time. First results on

dynamic Stackelberg games can be found in [24, 105, 70, 20, 111, 10], while appli-

cations to economic models are described in [11, 33].

� Multiobjective: the follower has a vector-valued payo� function or solves vec-

tor (quasi-)variational inequalities. Methods for solving (optimistic) multiobjec-

tive bilevel optimization problems have been investigated in [35, 113]. Concerning
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results on approximate solutions which could be useful in the analysis of Stack-

elberg games with second stage described by vector problems, we remind [72, 91,

62, 65]. Furthermore, a penalty scheme has been introduced to approach (opti-

mistic) semivectorial bilevel optimization problems in [19] and, in a dynamic frame-

work, existence results have been �rst obtained for the (optimistic and pessimistic)

semivectorial bilevel optimal control problems in [18].

� Multileader: more than one leader acts in the �rst stage. For general multi-

leader-follower games see, for example, [98, 42]. The situation where each follower

can observe the action of one leader has been investigated in [97] for an economic

model and in [23] for deriving a selection result. An increasing literature is also

devoted to the class of multi-leader-common-follower games and to its applications

to electricity markets, see for example [8, 9].

We emphasize that for the situations illustrated above it would be interesting to provide

new concepts and results which derive from the analogous exploitation of the two types

of regularization methods presented in the chapter.
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