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Abstract 
We show that the incentive to engage in exclusionary tying (of two complementary products) may arise even when tying 
cannot be used as a defensive strategy to protect the incumbent's dominant position in the primary market. By engaging in 
tying, an incumbent firm sacrifices current profits but can exclude a more efficient rival from a complementary market by 
depriving it of the critical scale it needs to be successful. In turn, exclusion in the complementary market allows the 
incumbent to be in a favorable position when a more efficient rival will enter the primary market, and to appropriate some of 
the rival's efficiency rents. The paper also shows that tying is a more profitable exclusionary strategy than pure bundling, and 
that exclusion is the less likely the higher the proportion of consumers who multi-home. 
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1 Introduction

It is well known that, when market structure evolves over time, tying can have an anti-competitive

effect.1 In particular, consider an incumbent firm that is monopolist in one market (that we denote as

the “primary” market P ) and faces actual or potential competition in the market for a complementary

product (the “secondary” market, S). Consumers need both products in order to enjoy utility. If only

the secondary market is under the threat of entry, while the primary market is a safe monopoly, the

incumbent has no incentive to use tying to exclude more efficient rivals from the secondary market:

it is more profitable to accommodate entry and use the price of the primary product to extract (some

of) the rival’s efficiency rents. Hence the incumbent would have the ability but not the incentive to

leverage its dominance to the secondary market by means of tying. However, if current entry (or

expansion of the rival) in the secondary market paves the way for future entry in the primary market,

the incentive to engage in exclusionary tying arises. As shown by Carlton and Waldman (2002), tying

represents a defensive strategy that enables the incumbent to protect its dominant position in the

primary market.

In this paper we extend Carlton and Waldman (2002) and show that the incentive to engage in

exclusionary tying still arises even when the incumbent’s dominant position in the primary market

cannot be protected from future entry in P . To see why, suppose there exist scale economies on

the supply side in the secondary market. Tying limits significantly the entrant’s sales of the sec-

ondary product in the initial period, when the incumbent’s position in the primary market remains

unchallenged. If scale economies are sufficiently important, this denies the entrant profits that are

crucial to cover its entry cost, and discourages its entry in the secondary market altogether. As a

consequence the incumbent will be in a favorable position in the future, when entry in the primary

market will occur (irrespective of lack of entry in the secondary market): being the unique producer

of the secondary product, the incumbent will not only benefit from market power in the secondary

market, but it will also appropriate some of the rival’s efficiency rents in the primary market. There-

fore, it will earn higher profits relative to the counterfactual in which there is no tying and it faces

competition both in the primary and secondary market in the future period.

Of course, this exclusionary strategy comes at the cost of sacrificing profits in the initial period,

when tying prevents the incumbent from extracting efficiency rents from the rival in the secondary

market. Tying turns out to be a profitable exclusionary practice if the rival’s advantage (and hence

its efficiency rents) in the primary market is large enough.

The same insight also applies to the extension developed in Carlton and Waldman (2002), in which

tying does not aim to protect the incumbent’s dominant position in the primary market (because

that position is assumed to be safe) but to monopolise a newly emerging market complementary to

the secondary one i.e., in their terminology, to “swing” its monopoly from one market to another

over time. Indeed, our paper shows that the incentive to engage in tying exists even when the new

market cannot be monopolised because a more efficient competitor will enter for sure: by excluding

the rival in the secondary market, tying allows the incumbent to be in the position to appropriate

some of the efficiency rents that entry in the new market will create.

A policy implication of this result is that entry in the secondary market needs not be a pre-

1It is well-known that tying may also have pro-competitive effects (see e.g. Fumagalli et al., 2018: 353-358). They
are not the focus of this paper, but the reader should be aware that, when dealing with tying cases, one has to take
into account both anti-competitive effects and pro-efficiency gains.
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condition for future entry in the primary market (or in a newly emerging market) to have an anti-

competitive rationale for tying. Indeed, it would be sufficient that future entry in the primary (or

new) market is reasonably likely, irrespective of whether it would occur anyway or it depends on

successful entry in the secondary market.

Our paper also shows that integration of the entrants (i.e. the entrants belonging to the same

group/firm) limits the scope for inefficient exclusion. In our model lack of entry in the secondary

market harms period-2 consumers (who will have to pay a higher price for the monopolised secondary

product) and the new competitor in the primary market (whose profits will be squeezed by the

incumbent’s control of the secondary product). If those agents could take part in period-1 contracting,

tying would not manage to exclude: they would be willing to compensate the entrant in the secondary

market to ensure that it manages to cover the entry cost so as to benefit from lower prices and higher

profits in the second period.2 Integration of the entrants makes it harder for the incumbent to

exclude even when payments across time are not feasible, because the integrated firm internalizes

the beneficial effect that entry in the secondary market exerts on the profits of the future entrant in

the primary market.

The case in which future entry in the primary market cannot be deterred allows us to highlight

the difference between tying and pure bundling. Pure bundling refers to the case in which a firm only

offers the bundle as a package and sells none of the products on a stand-alone basis. Tying, instead,

refers to the case in which the sale of one product (the tying product) is conditional upon the purchaser

also buying some other product (the tied product), but the tied product is also available as stand-

alone product.3 In the existing literature on exclusion whether the dominant firm engages in tying or

pure bundling does not make a difference, with the exception of Choi and Stefanadis (2006). Instead,

it does make a difference in our model, where the incumbent always prefers tying over bundling

because of the higher flexibility ensured by tying. More precisely, tying and bundling are equivalent

in period 1, when the incumbent’s monopoly position in the primary market is unchallenged: in both

cases consumers cannot obtain the primary product on a stand-alone basis, and thus the entrant

does not manage to sell its secondary product (or its sales are substantially limited). However, tying

and bundling are not equivalent in period 2, when there is scope for entry in both markets: first,

under bundling the incumbent cannot use the price of the secondary product to compete with the

rivals. Then, ES makes higher profits in period 2 if it enters the secondary market and this makes

exclusion harder to achieve. Second, when entry in the secondary market is discouraged, the fact

that under tying product S is available on a stand-alone basis enables EP to sell its higher quality

product, thereby allowing the incumbent to exploit its monopoly position in the secondary market

to appropriate part of EP ’s efficiency rents. Under bundling, instead, EP does not manage to sell

its primary product in the absence of entry in the secondary market, and the incumbent loses the

possibility to extract efficiency rents in period 2. Overall, bundling is not only less capable than

tying of excluding the more efficient rival from the secondary market, but also less profitable when

it manages to exclude.4

2In the terminology of Bernheim and Whinston (1998) ours is a setting with “non-coincident markets effects”.
3In other words, given the two products P and S, under pure bundling consumers can only buy PS; under tying of

P with S they can buy PS but also S alone.
4Flexibility explains why tying (or partial mixed bundling, as denoted in their paper) might be preferred to bundling

also in Choi and Stefanadis (2006). In their paper the incumbent faces sequential entrants; each entrant observes the
realization of own production costs of the two complementary products and then decides whether to enter both markets
(when it turns out to be more efficient than the incumbent in the production of both components), only one or none.
The paper shows that tying is a preferred option for the incumbent when the threats of entry in the two markets
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Finally, another contribution of this paper is that we allow for the possibility that some consumers

are multi-homers, i.e. they can add another secondary product to the system composed of the

incumbent’s primary and secondary products. We show that the anti-competitive concern of tying

(or bundling) is the more severe the lower the share of multi-homers. We believe this helps shed light

on an issue which is central in high-profile antitrust cases such as US v. Microsoft and the recent

European Commission’s Google Android (in both cases, it is controversial whether a consumer who

finds a pre-installed piece of software would limit herself to keeping this default option or would be

ready to download additional software, thereby multi-homing).

We also study a variant of the model in which scale economies in the secondary market arise

on the demand side because of the existence of network externalities, and show that the mechanism

described above extends to this case. By engaging in tying the incumbent limits the rival’s sales of

the secondary product in the initial period and hence prevents the rival from achieving the network

size that is critical to make the quality of its product superior to that of the incumbent’s. In turn

this allows the incumbent to earn higher profits in the future, despite the rival’s entry in the primary

market.

In the model with network externalities the presence of non-negative price constraints is crucial

for exclusion. When negative prices are not feasible, in the absence of tying competition in the

secondary market is softened, which prevents the equilibrium price in that market from decreasing

too much. In turn, in the initial period when its dominant position is still unchallenged, this prevents

the incumbent from using the price of the primary product to extract a sufficient share of the rents

that the more efficient rival in the secondary market will make in the future period. For this reason

engaging in tying and excluding the rival in the secondary market may turn out to be the optimal

strategy for the incumbent.5

This paper is related to the literature on the leverage theory of tying. Economic theory has moved

into three main directions to show why it may be profitable for a firm that is dominant in one market

to engage in exclusionary tying or bundling. One strand of the literature relies on imperfect rents

extraction, i.e. it identifies some reasons why the incumbent may fail to appropriate, through the

price of the primary (or core) product, enough efficiency rents either currently or in the future. Those

reasons include regulation of the price of the primary product, the impossibility to set negative prices

(Choi and Jeon, 2019), and restrictions to the set of feasible contracts (Carlton and Waldman 2012;

Greenlee et al. 2008). Another strand of the literature identifies the circumstances under which tying

(or bundling) allows the monopolist in a market to commit to aggressive behavior which discourages

entry in the adjacent market, as in Whinston (1990) and Hurkens et al. (2016), Choi (1996, 2004).

The third strand of the literature relaxes the assumption that the incumbent’s dominant position

in the core market is safe as in Choi and Stefanadis (2001) and Carlton and Waldman (2002). As

discussed above, our paper is closely related to Carlton and Waldman (2002) and contributes to this

literature by showing that the incentive to engage in exclusionary tying also arises when it does not

differ significantly, i.e. when it is more likely that an entrant turns out to be more efficient than the incumbent in the
production of component i than of component j. The advantage of tying is that it accommodates entry and allows the
incumbent to appropriate part of the first entrant’s efficiency rents when the first entrant turns out to be more efficient
than the incumbent only in component i, which is relatively likely. The drawback of tying is that, by accommodating
entry in the first period, it makes it more likely that the incumbent will be completely displaced in the second period,
which occurs when the second entrant turns out to be more efficient than the incumbent in component j. This outcome,
however, is relatively unlikely.

5See also Carlton and Waldman (2002) and Choi and Jeon 2019 for the role of non-negative price constraints for
exclusion when tying involves two-sided markets.
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represent a defensive strategy that is, when entry in the primary market cannot be deterred.6 Our

paper is also related to Choi and Stefanadis (2001). Their model and ours share the fact that the

incumbent engages in bundling (or tying) so as to make entry in both the complementary markets

less likely, a scenario in which the incumbent is completely displaced. However, the two models

differ in the mechanism through which bundling (or tying) leads to exclusion. In our model tying,

by limiting significantly the entrant’s sales of the secondary product in the first period, when the

incumbent still monopolises the primary market, deters entry altogether: since those sales are crucial

to achieve efficient scale, the rival will not enter in the second period either, despite the presence of

the independent rival in the primary market. Instead, in Choi and Stefanadis (2001) there is a single

period in which both independent entrants take their respective entry decisions, conditional on the

success of their R&D investment. Bundling, by allowing an independent rival to sell its product only

if the other component is available separately, makes entry in a given market profitable only when the

R&D processes of both firms are successful. In turn, this reduces the marginal returns of each firm’s

R&D investment relative to the case in which the incumbent does not engage in bundling, thereby

inducing the entrants to invest less and making the scenario in which both entrants are active less

likely.7

Our paper is also related to the literature on exclusionary conduct in general, beyond tying.

In this perspective, it is probably closest to another paper of ours (Fumagalli and Motta, 2018) in

which we examine the incentives for a vertically integrated firm to engage in refusal to supply so

as to monopolise the downstream market, either to protect the upstream monopoly, or as a way to

extract more rents from an upstream entrant.

An antitrust case that might be interpreted in the light of our model is Genzyme.8 At the

time of the decision Genzyme was the unique producer of Cerezyme, then the only drug available

for the treatment of the Gaucher disease (a rare metabolic disorder). For home patients the drug

needed to be administered by specialised nurses or doctors. Up until 2000 Genzyme had relied on

an independent company, “Healthcare at Home”, as an exclusive provider of delivery and homecare

services for Cerezyme. Later, it started operating its own company of delivery and homecare services,

“Genzyme Homecare”, and sold to the National Health Service (NHS) the drug together with the

additional services at the same price at which it sold the drug only to “Healthcare at Home”.9

The Office of Fair Trading (OFT) found that by this practice Genzyme had engaged in anti-

competitive behavior, bundling and margin squeeze, two separate abuses (see Paragraph 293 of the

OFT Decision). (We discuss the case here as bundling, while in Fumagalli, Motta and Calcagno, 2018

we present it through the lenses of margin squeeze and vertical foreclosure. Note that the practice

at issue is the same, which can be interpreted in two different ways.)

6Technically, what drives the difference between our paper and Carlton and Waldman (2002) is that we assume that
the cost of entering the primary market are sufficiently low, so that entry cannot be deterred.

7Note that bundling (or tying) in both models entails a profit sacrifice: in Choi and Stefanadis (2001) bundling
impedes sole entry in one of the two markets, a situation in which the incumbent could appropriate the efficiency rents
generated in that market through the pricing of the complementary product that remains under its monopoly power.
Similarly, in our model, tying prevents rents extraction from the more efficient rival in the secondary market in period
1, when the incumbent’s position in the primary market is still unchallenged. However, contrary to bundling, tying
allows the incumbent to extract efficiency rents in period 2 when the more efficient rival in the primary market will
operate. (See the discussion above on the difference effects of tying and bundling in our model.)

8Genzyme, Decision CA98/93/03 of the UK Office of Fair Trading, 27 March 2003.
9In order to continue offering the delivery and homecare services, “Healthcare at Home” had to first purchase

Cerezyme from Genzyme and then agree with the NHS on a price for the provision of the drug and additional services.
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While it is uncontroversial that Genzyme’s behaviour left no potential scope for competition in

the market for delivery and homecare services,10 the OFT and the Competition Appeal Tribunal

(CAT) differ in the assessment of the extent to which it might have prevented further entry in the

market for the supply of drugs for the Gaucher disease. (The OFT argued that monopolisation of

the home delivery service would have raised barriers to entry into the drug market.11 Instead, the

CAT was more skeptical about the potential for foreclosure in the drug market.12)

Based on the available evidence we cannot take a position on whether Genzyme’s conduct would

limit future entry in the market for the supply of drugs for the Gaucher desease. However, our paper

highlights that Genzyme’s incentives to exclude “Healthcare at Home” would exist even if lack of

competition in the market of homecare services did not discourage future entry in market for the

drug. In that case Genzyme’s conduct would not be rationalised by the intent to protect its dominant

position in the drug market; but by the aim to gain a favorable position in the complementary market

of the homecare services so as to appropriate some of the efficiency rents produced by future entry

in the drug market.

The paper proceeds as follows. Section 2 analyses the baseline model with supply-side scale

economies in the secondary market. Section 3 studies the case in which there exist network exter-

nalities in the secondary market. Section 4 concludes the paper.

2 The baseline model

There are two complementary products: the primary one, denoted by P , and the secondary one,

denoted by S. The two products can be used only in conjunction with one another. Consumers

combine the two products in fixed proportions on a one-to-one basis to form a final product (or

system). The system that combines the incumbent’s primary and secondary products gives consumers

value U , whereas buying either product alone would give zero utility.

We assume there is a current potential entrant in the secondary market, ES . In the secondary

market, entry is possible both in the first period and in the second period. In the primary market a

potential entrant, EP will materialise in the second period with probability p ∈ (0, 1]. Hence, in the

first period the incumbent enjoys a safe monopoly position in the primary market. Both entrants and

the incumbent, I, have zero variable costs of production, but the product of each entrant produces

extra-utility δi < U with i = P, S relative to the incumbent’s (primary or secondary) product.

Entry requires a fixed and sunk cost fP for the primary market,13 and fS for the secondary

10The decision of the OFT and the Judgment of the Competition Appeal Tribunal (CAT) argue that the adminis-
tration of the drug at home is a delicate phase. Once patients build a trustful relationship with an existing homecare
provider, they are very reluctant to switch to a different provider and it is hard for new homecare providers to find
their way into the market. Expert witness testimony supports this view (See Paragraph 635 of the CAT judgment).

11“Since the supply of the Cerezyme is effectively tied to homecare services provided by “Genzyme Homecare”, a
new competitor would face the additional hurdle of persuading the patient to switch not only to a new drug, but also
to a new homecare services provider.” (Paragraphs 331-334 of the OFT Decision.)

12“Our overall conclusion, on the balance of the evidence, is that if Genzyme were to succeed in monopolising the
supply of homecare services, that would probably have some adverse effect on the ability of a new treatment for the
Gaucher desease to establish itself in the UK over a reasonable time, but the additional foreclosure effect in this latter
market is unlikely to be as great as that suggested by the OFT in the decision.” (see paragraph 639 of the CAT
Judgment – Genzyme v The Office of fair Trading, Case No. 1016/1/03 [2004] CAT.)

13Allowing for fP = 0 would not change the results. It would only make firm EP indifferent between entering the
market or not when the incumbent engages in pure bundling.
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market, where:

0 < fP ≤
δP
2

(A1)

and

0 ≤ fS ≤
δS(2 + p)

2
. (A2)

As will be clearer from the analysis below, the upper bounds on fixed costs reflect the fact that, when

the incumbent is the monopolist seller of one of the two products, while a more efficient rival operates

in the complementary market, the price game exhibits a continuum of equilibria. These equilibria

differ in how much of the surplus produced by the rival’s product the incumbent manages to extract

through the price of the monopoly product. At one extreme there exists an equilibrium in which the

incumbent appropriates entirely the surplus of the more efficient rival; at the other extreme there

exists an equilibrium in which the incumbent does not appropriate any of that surplus. For simplicity,

and in line with Carlton and Waldman (2002), we focus on the equilibrium in which the incumbent

appropriates half of the surplus. This equilibrium could also be interpreted as the outcome of a Nash

bargaining game in which the incumbent and the entrants are given equal weights.

Firm I, being the incumbent, has already paid its entry costs before the game starts. As will

be clear from the analysis below, these assumptions imply that EP will always enter in the second

period if it materialises, and that ES would enter if I did not engage in bundling or tying. Note

also that the assumption that entry in P is possible means that we are in an environment where

Carlton and Waldman’s exclusionary theory of tying does not apply: in their model, the rationale for

exclusion is the protection of the primary market, which here cannot be protected by assumption.

Another important assumption that differentiates our setting from Carlton and Waldman (2002)

concerns the possibility for consumers to buy and use another secondary product, when the incumbent

engages in tying. Carlton and Waldman assume that a consumer who bought the system including the

incumbent’s (primary and secondary) products cannot also use the secondary product of the rival, for

instance because of incompatibility design. Instead, we assume that a proportion β of consumers have

zero disutility from adding another secondary product to their system once they already have IP and

IS . The remaining 1− β fraction of consumers has instead an arbitrarily large disutility from doing

so, and therefore will not add ES to their system even if ES was sold at zero price. For instance, the

secondary product can be one type of application (e.g., maps, instant messaging, browser) available

for a mobile phone: β would then be the proportion of people who have no difficulty of searching for

an alternative application and who have enough storage capacity in their mobile phone to be able to

download and use it. We call them “multi-homers”.

The game is as follows.

At period 0, firm I decides whether it wants to sell the two products separately, tie them, or

sell them as a pure bundle. Tying implies that I sells the primary product always bundled

with the secondary product, while the secondary product can also be sold separately. Pure

bundling implies that the two products can only be sold together. The decision to engage in

pure bundling or tying is irreversible.14

14In this baseline model the irreversibility assumption is crucial: if the firm offering the bundle could easily undo the
tying decision, then entry in the secondary market could not be discouraged. This is because the entrant would decide
to enter even if the incumbent engages in tying: it would anticipate that following entry the incumbent would undo the
tying decision to be able to extract some of the entrant’s efficiency rents. (See footnote 18). However, tying does not
need to be irreversible in the model of Section 3 in which the incumbent and the rivals are already in the market and
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At period 1, (i) ES decides whether it wants to enter the secondary market, and accordingly pay

fS , or not; (ii) price choices are made by active firms; (iii) buyers decide, and (iv) transactions

are made and profits realised.

At period 2, (i) if it materialises (which occurs with probability p), EP decides whether it wants

to enter the primary product market, and accordingly pay fP , or not; if ES has not entered

the secondary market in period 1, it has another chance to do so; (ii) price choices are made

by active firms; (iii) buyers decide, and (iv) transactions are made and profits realised. We

assume no discounting between the two periods.

As usual, we solve the game by backward induction. We first consider the case where the incum-

bent chooses to sell the two products separately (Section 2.1), and then we will move to the case

of tying (Section 2.2.1) and pure bundling (Section 2.2.2) where we will also analyse under which

conditions engaging in these two practices is more profitable than independent sales. In Section 2.3

we will study the case in which the entrants belong to the same company.

2.1 Independent sales

In this Section we focus on the case in which the incumbent commercializes the two products inde-

pendently. The following Lemma describes the continuation equilibrium in this case.

Lemma 1. If the incumbent does not engage in tying, the continuation equilibrium of the game is

such that entry by ES takes place in the first period, and entry by EP follows in the second period (if

EP materialises). Equilibrium total payoffs (expected at the beginning of the game) are as follows:

π∗I = (U +
δS
2

)(2− p); π∗ES
=
δS
2

+ pδS + (1− p)(δS
2

)− fS ; π∗EP
= p(δP − fP ) CS∗ = pU (1)

Proof. See Appendix A.1

To see the intuition behind this result, consider that, in period 2, EP always enters the primary

market – if it materialises – irrespective of the entry decision of ES . More precisely, if also ES is

in the market, consumers will have access to the superior quality products of both new entrants

and, when price competition will take place, each entrant will appropriate its efficiency advantage:

π2Ei
= δi with i = P, S. By assumption A1, EP ’s second-period profits will be large enough to

cover the entry cost fP . If ES is not in the market, the incumbent will be the sole seller of the

complementary secondary product and will manage to squeeze partially EP ’s margin, appropriating

part of the increase in buyers’ surplus produced by EP ’s higher quality product.15 EP ’s profits will

be lower than in the previous case (they will amount to π2EP
= δP

2 ) but, by assumption A1, they are

still large enough to cover fP .

In the first period the incumbent monopolises the primary market, and it will continue doing so

also in the second period, if EP does not materialise. In that case the incumbent partially squeezes

ES ’s margin, should ES be in the market. ES would, then, earn δS
2 per period. If, instead, EP does

scale economies arise from the demand side. Note also that consumers can “de facto” undo the bundle if they can add
another complementary product to the bundled system. As explained above, we allow for this possibility by assuming
that a proportion β of consumers, denoted as “multi-homers”, can do that. The paper shows that, if the proportion of
multi-homers is large enough, exclusion does not occur at the equilibrium.

15In the Appendix we characterise all the equilibria of the price game when the incumbent is the sole seller of one of
the two products and faces a more efficient rival in the complementary market.
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materialise, ES earns δS
2 in the first period, but it earns more, namely δS , in the second period when

EP enters the market and competition between primary producers allows it to appropriate all of its

rents.

Overall, by entering the secondary market in period 1, ES expects to make total profits π∗TOTES
=

δS
2 + pδS + (1− p) δS2 . By assumption (A2) those profits cover the entry cost fS .

Note that since products are sold independently consumers can mix-and-match them without

constraints, and the existence of multi-homers does not play any role.

2.2 Tying and bundling

2.2.1 Tying

Let us now study the case where there is tying: I always sells its primary product together with the

secondary product, but also sells the secondary product independently.

Lemma 2. If the incumbent engages in tying the continuation equilibrium of the game is as follows:

(i) If either the entry cost in the secondary market is sufficiently low, i.e. fS ≤ pδS, or fS > pδS

and the share of multi-homers is sufficiently large, i.e. β ≥ β∗(fS), then ES enters in the first

period, and EP enters in the second period (if it materialises). Equilibrium total payoffs are as

follows:

π∗I = (U +β
δS
2

)(2−p); π∗ES
= β

δS
2

+pδS +(1−p)β δS
2
−fS ; π∗EP

= p(δP −fP ) CS∗ = pU

(2)

(ii) If the entry cost in the secondary market is high enough, i.e. fS > pδS and the share of

multi-homers is sufficiently low, i.e. β < β∗(fS), ES does not enter the secondary market. EP

enters the primary market in period 2 if it materialises. In this case equilibrium total payoffs

are as follows:

π∗I = U + U + p
δP
2

; π∗ES
= 0; π∗EP

= p(
δP
2
− fP ) CS∗ = 0 (3)

The threshold β∗(fS) ∈ (0, 1] and is increasing in fS.

Proof. See Appendix A.1

When the incumbent engages in tying, and EP is in the market, the post-entry profits in period

2 are the same as in the case of independent sales.

In particular, we show more extensively in the Appendix that when both EP and ES compete with

the bundle, no equilibrium exists in which, given the total price pES
+ pEP

= δS + δP , either entrant

appropriates more than its efficiency advantage. ES cannot appropriate more than δS because under

tying the incumbent sells the secondary product on a stand-alone basis, on top of the bundle, and

could profitably deviate by increasing pIs . EP , in turn, cannot appropriate more than δP because

the presence of multi-homers creates the scope for profitable deviations by the incumbent, who could

profitably increase the bundle price. Therefore, π2EP
= δP and π2ES

= δS .

Importantly, when ES is not in the market, the availability of the incumbent’s secondary product

on a stand-alone basis makes it possible for consumers to combine IS with the higher-quality product
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offered by EP . Then, under tying the incumbent still manages to partially appropriate the rival’s

efficiency advantage and π2EP
= δP

2 . Hence, assumption (A1) ensures that in period 2 EP always

enters the primary market, irrespective of the entry decision of ES .

Tying, however, affects the profits that ES makes when the incumbent monopolises the primary

market. In that case a consumer who purchases the primary product from the incumbent obtains also

the incumbent’s secondary product. Price discrimination allows the incumbent to extract all of the

surplus U that single-homers enjoy when they purchase the bundle, and part of ES ’s efficiency gain

through the price set for multi-homers (i.e. those consumers who, once obtained the primary and

the secondary product from the incumbent, can add the entrant’s secondary product).16 Hence, ES

manages to sell only to a fraction β of consumers and to earn δS
2 only from them. As a consequence,

tying reduces the profits that ES makes in period 1, and in period 2 when EP does not materialise,

and affects its entry decision. Indeed, as stated in Lemma 2, if the entry costs are large enough and

the fraction β of multi-homers is sufficiently small, total profits are insufficient to cover the entry

costs and ES will decide not to enter the secondary market.17

Next we analyse under which conditions the incumbent decides to engage in tying.

Period 0: Tying decision

As shown earlier, if the incumbent chooses not to engage in tying, entry will occur in the secondary

market in period 1 and in the primary market in period 2 (if EP materialises). The incumbent extracts

some of ES ’ efficiency advantage, in period 1 and in period 2 when EP does not materialise, but

makes zero profits in period 2 when also EP enters the market. The incumbent’s total profits in the

absence of tying are:

π
TOT (Independent Sales)
I = U +

δS
2

+ (1− p)(U +
δS
2

) (4)

Consider now the case in which the incumbent chooses tying and ES enters anyway – this occurs

either when fS ≤ pδS or when fS > pδS and β ≥ β∗(fS) – followed by EP in period 2, if it materialises.

In this case tying is clearly unprofitable. Tying does not discourage ES ’s entry; hence, the incumbent

still makes zero profits in period 2 when EP is also active and both the more efficient entrants exert

competitive pressure. Moreover, when EP is not active, i.e. in period 1 and in period 2 when it

does not materialise, tying prevents the incumbent from extracting from single-homers some of the

surplus created by the activity of the more efficient rival ES . The incumbent’s total profits are:

π
TOT (Tying|Entry by ES)
I = U + β

δS
2

+ (1− p)(U + β
δS
2

) (5)

and are clearly lower than π
TOT (Independent Sales)
I .

Instead, when entry costs are large enough (i.e. fS > pδS) and the proportion of multi-homers

16Allowing for price discrimination increases the profits that the incumbent earns when engaging in tying. We will
show that, nonetheless, if ES enters the market in period 1, tying is not optimal for the incumbent.

17Exclusion is feasible because the entrant in the secondary market has no more than two periods to cover its entry
costs. This assumption aims at capturing dynamic market structures where the products evolve quickly. If one allows
period 2 to last longer, i.e. assumes that the new entrants can be both active in more than one period, it would be
easier for the entrant in the secondary market to cover fixed costs and more difficult for the incumbent to exclude
through tying. If, instead, period 2 is less important for the the entrant in the secondary market because of discounting
of future profits, exclusion becomes easier.
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is sufficiently low (i.e. β < β∗(fS)), tying allows the incumbent to preserve its monopoly position in

the secondary market and, as a consequence, to be in a favourable position in period 2, when efficient

entry in the primary market will occur: being the unique producer of the secondary product, the

incumbent will be able to extract some of EP ’s efficiency advantage. The incumbent’s total profits

are:

π
TOT (Tying|No entry by ES)
I = U + p(U +

δP
2

) + (1− p)U (6)

The comparison between (6) and (4) highlights that, when EP materialises, tying (when it dis-

courages ES ’ entry) allows the incumbent to earn higher profits in period 2 relative to the case of

independent sales in which entry in the secondary market combined with entry in the primary market

prevents the incumbent from extracting any rents (U + δP
2 > 0). However, this comes at the cost of

sacrificing profits in period 1 and in period 2 when EP does not materialise, because in those cases

tying prevents the incumbent from appropriating some of ES ’s efficiency advantage (U < U + δS
2 ).18

Tying turns out to be profitable for the incumbent when the expected increase in future profits

dominates the profits’ sacrifice which occurs when EP is not in the market. As the following expression

indicates, this is the case when the probability that EP materialises is sufficiently large.

p(U +
δP
2

) >
δS
2

+ (1− p)(δS
2

)⇔ p >
2δS

2U + δS + δP
≡ p∗ (7)

Note that the incentive to engage in exclusionary tying is the stronger the higher the incumbent’s

efficiency disadvantage in the primary market (because this increases the benefit of extracting some

of the rival’s efficiency rents) and the lower the incumbent’s efficiency disadvantage in the secondary

market (because this decreases the profits’ sacrifice).

Of course tying reduces consumers’ surplus, because lack of entry in the secondary market makes

them pay a higher price in period 2 for the combination of the primary and secondary product. Ty-

ing also reduces total welfare because the secondary product is produced by the inefficient incumbent.

The following Proposition summarises the analysis:

Proposition 1. Profitability of tying and welfare effects

(i) The incumbent chooses to engage in tying rather than independent sales if tying excludes

ES, i.e. if the entry cost is large enough (fS > pδS) and the share of multi-homers is sufficiently

low ( β < β∗(fS)), and if future gains exceed losses suffered when EP is not in the market,

i.e. if the probability that the more efficient entrant in the primary market materialises is large

enough (p > p∗).

(ii) When it arises at equilibrium, tying excludes the more efficient producer of the secondary

product thereby reducing consumer surplus and total welfare.

2.2.2 Pure bundling

Let us consider the case in which the incumbent engages in pure bundling, i.e. it does not sell the

secondary product on a stand-alone basis, but it commits to sell the two products only together.

18 The profit sacrifice in period 1 suggests why the irreversibility of the tying decision is crucial to exclude. If the
incumbent could easily undo the tying decision, then the entrant would enter the market in period 1, even when it
observes that the incumbent engaged in tying in the earlier period. This is because the entrant would anticipate that
if it entered the market, the incumbent would undo tying to be able to appropriate the rival’s efficiency rents.
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Lemma 3. When the incumbent engages in pure bundling, the continuation equilibrium of the game

is as follows:

(i) If either fS ≤ p(δS + δP
2 ) or fS > p(δS + δP

2 ) and β ≥ β∗b(fS), then entry by ES takes place

in the first period, followed by by EP in the second period (if EP materialises). Equilibrium

total payoffs are as follows:

π∗I = (U+β
δS
2

)(2−p); π∗ES
= β

δS
2

+p(δS+
δP
2

)+(1−p)β δS
2
−fS ; π∗EP

= p(
δP
2
−fP ) CS∗ = pU

(8)

(ii) If fS > p(δS + δP
2 ) and β < β∗b(fS) firm ES does not enter the secondary market and firm

EP does not enter the primary market in period 2. In this case equilibrium total payoffs are as

follows:

π∗I = U + U ; π∗ES
= 0; π∗EP

= 0 CS∗ = 0 (9)

The threshold β∗b(fS) ∈ (0, 1], is increasing in fS and β∗b(fS) < β∗(fS).

Proof. See Appendix A.1.

By comparing Lemma 3 and Lemma 2 two features emerge. First, under pure bundling the

condition such that ES ’s entry is discouraged is more stringent than in the case of tying: the lower

bound of the entry cost is higher (i.e. p(δS + δP
2 ) > pδS) and the upper bound of the share of multi-

homers is smaller (i.e. β∗b(fS) < β∗(fS)). This is because under pure bundling the incumbent is

deprived of a tool to compete in the secondary market, the individual price of the secondary product.

This allows ES to earn higher profits in period 2 if it enters the market relative to the case of tying,

and makes exclusion harder.

Secondly, pure bundling, differently from tying, discourages also period-2 entry in the primary

market when it excludes ES from the secondary market. The fact that I’s secondary product is not

available on a stand-alone basis prevents the more efficient rival from selling its primary product in

period 2 when ES is excluded from the market, which in turn discourages EP ’s entry. As a conse-

quence, when it manages to exclude, pure bundling is less profitable than tying because it prevents

the incumbent from extracting EP ’s efficiency rents in period 2.

The condition for bundling to be chosen at equilibrium is, therefore, more difficult to be satisfied

as compared to the case of tying:

π
TOT (Bundling|No entry by ES)
I = U+U > (U+

δS
2

)(2−p) = π
TOT (Independent Sales)
I ⇔ p >

2δS
2U + δS

≡ p∗b

(10)

where p∗b > p∗.
Since bundling is less capable of excluding than tying and it is also less profitable when it manages

to exclude, the incumbent never prefers bundling over tying, as stated by the following Proposition:

Proposition 2. Choice between tying and bundling.

The incumbent never finds pure bundling more profitable than tying.

Proof. Follows from the discussion above.
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2.3 Integrated entrants

We have thus far assumed that the entrants ES and EP are two different companies. In this Section

we assume, instead, that they are integrated, and affiliates of the same company E. The following

Proposition states the results of the analysis in this case.

Proposition 3. Integrated entrants

When the entrants belong to the same company, the incumbent is less capable of excluding from the

secondary market through the use of tying. The incumbent’s incentive to engage in tying is the same

as in the case of separated entrants.

Proof. See Appendix A.1

To see the intuition note first that the fact that firm E is an integrated company does not affect

the equilibrium prices in the various market structures and the profits that the incumbent earns with

or without tying. Hence, the incumbent’s incentive to engage in tying does not change when the

entrants belong to the same company.

However, integration changes firm E’s entry decision. The intuition is that, when deciding

whether to enter a market, say market S, on top of market P , firm E takes into account not only

the profits that it earns in market S, but also the increase in profits in the complementary market,

due to the fact that simultaneous entry in both markets prevents the incumbent from extracting the

efficiency rents of the firm active in market P . That increase in profits is not internalised when the

entrants do not belong to the same company. This makes firm E more willing to enter also market

S (or also market P ) than separate entrants.

Hence, absent tying, the result of Lemma 1 is a fortiori valid when the entrants are integrated and

entry in market S occurs in period 1, followed by entry in market P in period 2 (if EP materialises).

Instead the condition such that tying discourages entry in market S becomes more stringent than

in the case of separation: the lower bound of the entry cost fS is higher and the upper bound of the

share of multi-homers is smaller (see Lemma 6, in Appendix A.1, thereby reducing the incumbent’s

capability of excluding the more efficient rival in the secondary market.

3 The model with network externalities

In this Section we analyse a model where scale economies arise on the demand-side due to the

existence of network externalities in the secondary market. To focus away from the supply side,

we assume that all firms have zero entry costs. Therefore, differently from Carlton and Waldman

(2002) where entry in the primary market entails positive fixed costs, in our setting entry cannot

be discouraged either in the primary or the secondary market. We assume that ES operates in the

secondary market since the first period, whereas EP starts operating in the primary market only in

the second period. (For simplicity we assume here that EP materialises with p = 1.)

We assume there are N1 = N consumers who can make purchases in the first period, and N2 = N

in the second period. For simplicity, all of them consume only at the end of period 2.19

19This could also be rationalised by saying that the good is going to be sold only in periods 1 and 2, but then is
consumed for an infinite number of periods in the future. As long as the discount factor is large enough, period 1
consumption will become irrelevant.

12



Consumption of the secondary product generates network externalities. We model network effects

as in Katz and Shapiro (1986) and Carlton and Waldman (2002). The system given by the primary

product and the secondary product will give the following utilities, depending on the number of users

and which particular version of the (primary or secondary) product is used.

V (IP , IS) = U + v(nIS ); V (IP , ES) = U + δS + v(nES
);

V (EP , IS) = U + δP + v(nIS ); V (EP , ES) = U + δP + δS + v(nES
),

where v(nj) is an increasing and concave function in the total number of users of the secondary

product nj , with j = IS , ES . We shall assume that:

δS < v(2N)− v(N). (A1’)

As will be clearer below, this hypothesis amounts to saying that, despite its intrinsic advantage

δS , selling to a single cohort of consumers is not enough for ES to be preferred to IS . In particular,

if (A1’) did not hold, then even if IS sold to all consumers in the first period, it would never be

able to win second period customers when competing with ES . As a consequence, the exclusionary

mechanism identified in the analysis below would not apply: firm I will not have the ability to raise

its second period profits by selling more of its secondary product in the first period.

Finally, we follow Katz and Shapiro (1986) and most of the literature on network industries,

by assuming that consumers of a certain cohort (a cohort corresponding to a period) choose as if

they were able to coordinate. In formal terms, we restrict attention to coalition-proof perfect Nash

equilibria.

The game is as follows.

At period 0, firm I decides whether it wants to sell products P and S as a tying — that is, selling

IP only with IS , but also allowing consumers to buy IS separately — or not.

At period 1, (i) prices are set by I and ES ; (ii) first-period buyers decide.

At period 2 also EP operates. Then, (i) all firms set prices; (ii) buyers decide.

At period 3, all consumption takes place and profits are realised.

We will solve the model under the assumption that prices cannot be negative. This is indeed a

crucial assumption: if firms could set negative prices exclusion would not occur at equilibrium, as

also acknowledged by Carlton and Waldman (2002) and Choi and Jeon (2019). The intuition is that,

absent tying, the possibility to set negative prices intensifies competition in period 1: at equilibrium

it is the more efficient rival ES that secures the first cohort of consumers (and, because of the network

externalities, also the second cohort), by offering them a negative price. The negative price transfers

to the first-cohort of consumers some (or all) of the surplus that the more efficient rival obtains in

the second period by selling its higher quality product. Such a surplus is however appropriated by

the incumbent through the price of the primary product, which in the first period is still a monopoly.

In sum, when negative prices are feasible, the incumbent appropriates not only the rival’s efficiency

rents generated in the first period but also some (or all) of the efficiency rents generated in the

second period. Those rents cannot be appropriated when the rival is excluded, which makes tying

sub-optimal. Differently stated, the non-negative price constraints, by softening price competition in
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the first period, is a source of imperfect rents extraction which creates the incumbent’s incentive to

engage in tying to exclude. (See also the discussion at the end of Section 3.3).

Opportunism and adverse selection by consumers may justify the assumption that firms cannot

set negative prices. Firms set negative prices on a given product when its purchase generate extra-

rents, for instance on other products, like in two-sided markets. In our model if the first cohort of

consumers chooses a given product also the second cohort will do, because of the presence of network

externalities. Then, the firm offering that product will obtain additional rents in the second period. If

the mere purchase of the product generates the extra-rents, then negative price are not problematic.

The problem arises when the fact that consumers obtain the product does not necessarily imply that

extra-rents are generated, for instance because consumers need to use the good/service for extra-

rents to be produced. For instance, if the provider of a search engine paid consumers whenever they

search on the internet, consumers would engage in random search all day long, but extra-revenues

from advertisers would not be generated because consumers would not pay attention to what they

are searching for. In our model, when a negative price is offered, it might be the case that individuals

who do not enjoy any utility from the consumption of the product buy it to obtain the transfer.

However, if they do not actually use the product, those consumers will not contribute to the creation

of network externalities and to the extra-rents. In some cases, instruments may be available which

could solve or relax the opportunism problems above while effectively offering negative prices. For

instance, cashback reward programs that offer rebates on cardholders’ purchases can be considered

a negative price. However, cashback rewards are conditional on the user of the card to spend a

pre-defined amount of money with the card. The negative price is therefore conditional on use of the

product and on the generation of extra-rents (through interchange fees), and is feasible. In sum, the

plausibility of the non-negative price constraint depends on the characteristics of the product and of

the market. Moreover, it is more likely that negative prices are feasible when buyers are firms rather

than final consumers because it is easier to monitor the latter and make sure that opportunistic

behavior does not limit the use of negative prices.

We solve the game by backward induction starting from the case where the incumbent, in period

0, chooses to sell the two products independently.

3.1 Independent sales

When the incumbent sells the two products independently, the continuation equilibrium of the game

is the one described by the following Lemma:

Lemma 4. Independent sales

If the incumbent does not engage in tying, the continuation equilibrium of the game is such that ES

sells the secondary product both in period 1 and in period 2. Equilibrium prices and quantities are as

follows:

p1∗IS = 0, p1∗ES
= δS/2; p1∗IP = U + v(2N) +

δS
2

; q1∗IS = 0, q1∗ES
= N

p2∗IS = 0, p2∗ES
= δS + v(2N)− v(N), p∗IP ,2 = 0, p2∗EP

= δP , q2∗IS = 0 = q∗IP ,2, q2∗ES
= N = q2∗EP
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Equilibrium payoffs are given by:

πIS∗I = N [U+v(2N)+
δS
2

]; πIS∗ES
= N

δS
2

+N [δS+v(2N)−v(N)];πIS∗EP
= Nδp; CSIS∗ = N [U+v(N)].

Proof. See Appendix A.2.

Lemma 4 states that, absent tying, the incumbent manages to extract part of ES ’s efficiency

advantage in the first period through the price of the primary product, but makes no profits in the

second period when the more efficient producer of the primary product starts operating.

The intuition is the following. In the second period asymmetric Bertrand competition leads EP ,

who offers a higher quality product, to sell to all the consumers setting a price equal to its efficiency

advantage δP .

In the secondary market, the existence of network externalities implies that the choice of period-1

consumers determines which firm offers the higher utility product in period 2. In particular, if all

period-1 consumers chose the incumbent’s product, then in the second period the network effect

would outweigh the incumbent’s intrinsic quality disadvantage and, at equal prices, second-period

consumers prefer to join the incumbent’s network than that of the rival: v(2N) − δS > v(N) by

assumption (A1′). At equilibrium, the entrant sets price equal to (zero) marginal cost and the

incumbent sells to all period-2 consumers setting a price p∗2IS = v(2N) − δS − v(N). Conversely, if

all period-1 consumers chose the rival’s product, in period 2 it is ES that will offer the higher utility

product and will capture the whole market setting the equilibrium price p∗2ES
= v(2N) + δS − v(N).

In period 1 firms anticipate that who sells to the first cohort of consumers will also sell to the

second one. Hence, the total network effect is the same irrespective of the firm that captures period-1

consumers; however the incumbent has to compensate for its intrinsic quality gap and has to discount

by the amount δS the rival’s price so as to secure the first cohort of consumers. Moreover, in period

1 the incumbent is the unique seller of the primary product and, given the price paid by consumers

for the secondary product, it can extract through the price of the primary product the remaining

surplus left to consumers.

Consider, then, the following candidate equilibrium prices: p1ES
= δS , p1IS = 0 and p1IP = U +

v(2N). If the incumbent deviated and offered a discount slightly larger the δS , i.e. p1
′
IS

= −ε, it would

secure both cohorts of consumers and it would earn (U +v(2N))N in period 1, and (v(2N)− v(N)−
δS)N in period 2. If not, it would lose sales in the second period, but it could still use the price

of the primary product to extract consumers’ surplus is period 1 earning (U + v(2N) + δS − p1ES
=

(U + v(2N) + δS − δS)N in period 1. When p1ES
= δS , the deviation would be profitable, because the

rival’s price is sufficiently high and the rents extracted from period-1 consumers would be insufficient

to compensate for the ones lost in period 2. However, the non-negative price-constraint bites and

the incumbent cannot engage in such a deviation. Therefore, the proposed one is an equilibrium.

There exist other equilibria in which the incumbent sets a higher price for the primary product

and extracts some (or all) of the rival’s efficiency advantage: p∗1ES
= αδS , p∗1IS = 0 and p∗1IP =

U + v(2N) + (1 − α)δS , with α ∈ [0, 1]. Consistently with the analysis of Section 2, Lemma 4

indicates the equilibrium in which the incumbent appropriates half of the rival’s efficiency advantage

in period 1.
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3.2 Tying

In this Section we consider the case in which I engages in tying : IP is sold exclusively together with

IS , whereas IS can also be sold independently. Even thought the proof is slightly involved (see the

Appendix), the intuition of the continuation equilibrium is simple.

Tying forces period-1 consumers who buy the primary product from the incumbent to buy also

the secondary product from it. Single-homers have no other choice, whereas multi-homers can decide

whether or not to add the rival’s secondary product to the bundle, potentially affecting the choice

of period-2 consumers through the network effects. Indeed, if their proportion is sufficiently high,

multi-homers anticipate that by adding the rival’s secondary product they will also induce second-

period consumers to choose ES : the network that they create together is large enough to make

the rival’s secondary product gain superior quality. Hence, multi-homers add ES to the bundle in

period 1. The incumbent extracts from the sales to multi-homers part of the rival’s efficiency rents

in period 1 (through the price of the bundle), but it will not sell any product in period 2, when also

the more efficient rival in the primary market will be active.20 Conversely, in period 1, multi-homers

will not add the rival’s secondary product when their proportion is low enough. In this case it is

the incumbent’s secondary product that turns out to have superior quality. The incumbent sells the

bundle to all period 1 consumers and sells IS to period-2 consumers who will combine it with EP .

The following Lemma reports total equilibrium payoffs in the two cases.

Lemma 5. Equilibrium payoffs if the incumbent does engage in tying.

There exists a threshold level of the proportion of multi-homers β∗ ∈ (0, 1) such that:

(i) If β < β∗, the incumbent sells the bundle to period-1 consumers (and multi-homers do not

add ES’s secondary product) and sells its secondary product to period-2 consumers. Equilibrium

payoffs are given by:

πTOT∗I = N [U+v(2N)]+N [v(2N)−v(N)−δS ], πt∗ES
= 0; πt∗EP

= NδP ; CSt∗ = N [U+δS+v(N)]

(ii) If β ≥ β∗, the incumbent sells the bundle to period-1 consumers (and multi-homers do

add ES’s secondary product), while it does not sells in period 2 when consumers choose the

combination EP , ES. Equilibrium payoffs are given by:

πTOT∗I =(1− β)N [U + v((1− β)N)] + βN [U +
1

2
v(2N) +

1

2
(δS + v(βN +N))]

πTOT∗ES
=

{
βN 1

2 [δS + v(βN +N)− v(2N)] +N 1
2 [δS + v(βN +N)− v(2N)] if β ∈ [β∗, β̂]

βN 1
2 [δS + v(βN +N)− v(2N)] +N 1

2 [δS + v(βN +N)− v(2N)] +N 1
2 p̂E,S(β) if β > β̂

πTOT∗EP
=NδP ; CSt∗ = N [U + v(2N)]

Proof. See Appendix A.2

20As we did in Section 2.2.1, we allow the incumbent to discriminate the price between single-homers and multi-
homers. Price discrimination increases the profits that the incumbent earns when it engages in tying. Nonetheless, as
we will show in Proposition 4, when the proportion of multi-homers is large enough the incumbent’s optimal choice is
not to engage in tying.
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3.3 The tying decision

We can now proceed to the initial stage of the game, where the incumbent decides whether to en-

gage in tying or not. When the proportion of multi-homers is sufficiently small (i.e. when β < β∗),

the incumbent faces a trade-off. Tying, by forcing all period-1 consumers to buy the incumbent’s

secondary product, will prevent the rival from gaining sufficient network size, thereby inducing also

period-2 consumers to buy IS and allowing the incumbent to make positive profits in period 2. In-

stead, absent tying both cohorts of consumers would buy ES ’s secondary product and the incumbent

would make zero profits in period 2. However, tying sacrifices profits in period 1, because it prevents

the incumbent from extracting part of the rival’s quality advantage δs. The increase in period-2

profits prevails when the rival’s efficiency advantage is small enough, as stated in Proposition 4.

Instead, when the proportion of multi-homers is sufficiently large (i.e. when β ≥ β∗) engaging in

tying is not optimal for the incumbent. The reason is that forcing period-1 consumers to purchase

the incumbent’s secondary product does not prevent the rival from gaining sufficient network size

because period-2 consumers and period-1 multi-homers still purchase the rival’s secondary product.

As a consequence, irrespective of tying the incumbent will not sell in period 2. On top of that, with

tying the incumbent sacrifices profits in period 1, because it sets a lower price in period 1 both for

single-homers and multi-homers than in the case of independent sales. The willingness to pay of

single-homers is small because they are stuck with the low-quality network product; moreover, under

tying the quality advantage that the incumbent extracts from multi-homers is lower than absent

tying. The reason is that under tying the incumbent extracts the quality advantage of ES ’s network

product when multi-homers together with single-homing consumers join ES ’s network relative to

the case in which both cohorts of consumers join the incumbent’s network; instead without tying

the incumbent extracts the full quality advantage of ES ’s network product when both cohorts of

consumers join ES ’s rather than the incumbent’s network.

Proposition 4 summarises the results of the analysis:

Proposition 4. The incumbent engages in tying if (and only if) β < β∗ and δs <
2
3(v(2N)− v(N)).

Proof. Follows immediately from the comparison of the incumbent’s profits in Lemma 4 and 5.

Note that in the model with network externalities in period 2 ES is in the market and exerts

competitive pressure even though the incumbent engages in tying. Then, contrary to the fixed costs

model, the incumbent is not able to extract EP ’s efficiency advantage in period 2.

The role of the non-negative price constraints. Consider the case in which the incumbent

engages in independent sales. Absent the non-negative price constraint, the price configuration

p1ES
= δS , p1IS = 0 and p1IP = U + v(2N) discussed in Section 3.1 would not be an equilibrium: as

mentioned above, the incumbent would have an incentive to deviate, slightly decreasing the price

of the secondary product. Indeed, the incumbent would have an incentive to deviate whenever the

rival’s price is sufficiently high, i.e. p1ES
≥ p̂1ES

, where p̂1ES
< δS is the rival’s price such that:

(U + v(2N))N + (v(2N)− v(n)− δS)N = (U + v(2N) + δS − p1ES
)

Instead, for any price p1ES
< p̂1ES

, for the incumbent it would be more profitable to let the rival

sell to both cohorts of customers. Equilibria would involve p∗1ES
∈ [−δS − (v(2n)− v(N)), p̂1ES

]. Note
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that in some of these equilibria firm ES would set a negative price for the secondary product and

the incumbent, through the price of the primary product, would appropriate not only the rival’s

efficiency rents in the first period, but also some (or all) of the rents that the rival can produce in

period 2. These equilibria cannot arise when negative prices are unfeasible.

Note also that all the equilibria that would arise when firms can set negative prices would entail

incumbent’s profits that are higher than (U + v(2N))N + (v(2N) − v(n) − δS)N . As shown in this

Section, these are the highest profits that the incumbent can make by engaging in tying. Therefore,

when negative prices are feasible, independent sales are always more profitable than tying.

Instead, when firms cannot set negative prices tying may turn out to be profitable. The non-

negative price constraint softens price competition under independent sales, thereby limiting the

efficiency rents that the incumbent manages to extract through the price of the primary product,

and creating the incentive to exclude. (See also Choi and Jeon, 2019).

4 Conclusions

In this paper, we have extended Carlton and Waldman (2002)’s analysis of exclusionary tying in

dynamic industries by showing that a monopolistic incumbent may have an incentive to tie its

complementary products so as to deter entry in a secondary product, even when its dominant position

in the primary market cannot be protected. Indeed, by engaging in tying, the incumbent sacrifices

current profits, but it can exclude a more efficient rival from a complementary market by depriving

it of the critical scale it needs to be successful (economies of scale may arise on the supply-side,

like in our base model, or on the demand-side, like in our extension with network effects). In turn,

monopolising the complementary market allows the incumbent to be in a favorable position when

a more efficient rival will enter the primary market, allowing it to appropriate some of the latter’s

efficiency rents.

We have also showed that tying is a more profitable exclusionary strategy than pure bundling,

and that exclusion is the more likely the higher the proportion of consumers who single-home (that

is, who will not buy another complementary product if the complementary product of the incumbent

is already sold to them as a bundle).

In the paper the efficiency gap between the incumbent and the rivals is exogenously given. In a

possible extension of the model, one could study the incumbent’s incentives to invest in the quality

of its products or in the efficiency of its production processes. If the incumbent expects that other

market participants are better at creating efficiencies in the primary market, it will have no incentive

to invest in that market. Rather, it will prefer to act so as to dominate the complementary market –

by investing in the efficiency of its own secondary product or by engaging in exclusionary practices

(or both) – and be in the position to partially appropriate those efficiencies, when new rivals will

enter the primary market. Analogously, if the incumbent expects rivals to better equipped to produce

efficiencies in the secondary market, it will have the incentive to focus its innovation effort in the

primary market, so as to make its dominant position in that market persist and be able to extract

the efficiencies that new entry brings into the secondary market.
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A Appendix

A.1 Proofs of the baseline model

Proof of Lemma 1

Proof. Let us proceed by backward induction starting from period 2.

Period 2

We need to distinguish two cases, one where ES entered the secondary market in period 1; the other

where it did not.

19



ES entered the secondary market in period 1

If EP materialises and enters the primary market in period 2, then each product is sold by two

competing firms. Bertrand competition leads to p∗E,P = δP , p∗I,P = 0 in the primary market and to

p∗E,S = δS , p∗I,S = 0 in the secondary market, with the entrants selling in each market.21

The agents’ post-entry payoffs in the second period, gross of the entry costs, are:

π∗2I,2 = 0; π∗2ES
= δS ; π∗2EP

= δP ; CS∗2 = U − δP − δS (11)

Since fP ≤ δP
2 by assumption, EP enters the primary market in period 2 if it materialises and if ES

entered the secondary one in period 1.

If EP does not materialise, the incumbent will monopolise the primary market also in period 2.

Since the incumbent’s products are sold independently, consumers can freely combine the incumbent’s

primary product with the secondary of either the incumbent or the entrant. There are multiple

equilibria in the price game: in the secondary market p∗I,S = 0, p∗E,S = (1 − α)δS , with α ∈ [0, 1),

and with ES selling to consumers; in the primary market the incumbent sets the price p∗I,P =

U + δS − (1−α)δS = U +αδS . Given p∗I,P , ES cannot increase its profits by increasing pE,S because

the total price of the system would exceed U + δS and consumers would not buy either product.

Similarly, given p∗E,S the incumbent cannot increase its profits by increasing pI,P . The incumbent

cannot increase its profits either by decreasing pI,S . Note that ES would fully appropriate its efficiency

advantage δS only when α = 0, with the equilibrium price in the secondary market being δS . Instead,

when α > 0 the entrant’s margin in the secondary market is squeezed, which allows the incumbent

to set a higher price for the primary product, thereby extracting a share α of the increase in buyers’

surplus generated by the activity of the more efficient rival. Without loss of generality, we follow the

assumption made in Carlton and Waldman (2002) that α = 1/2, that is, p∗I,S = 0, p∗E,S = δS/2 and

p∗I,S = U + δS/2.

The agents’ post-entry payoffs in the second period, gross of the entry costs, are:

π∗2I,2 = U + δS/2; π∗2ES
=
δS
2

; CS∗2 = 0 (12)

ES did not enter the secondary market in period 1

Consider the case in which EP materialises and expects that ES does not enter the secondary market

in period 2 either. In this case the incumbent monopolises the secondary market in the second period.

Applying the above logic, and assuming that α = 1/2, the incumbent manages to appropriate half

of the rival’s efficiency advantage: p∗I,P = 0, p∗E,P = δP /2 and p∗I,S = U + δP /2. Consequently, if only

EP enters in period 2 the agents’ post-entry payoffs in the second period are:

π∗I,2 = U + δP /2; π∗EP ,2
= δP /2; π∗ES ,2

= 0; CS∗2 = 0 (13)

Since fP ≤ δP
2 by assumption, EP enters the primary market in period 2 if it materialises and if

it expects ES not to enter the secondary market in period 2.

Applying the analysis above we can conclude that EP enters in period 2 if it materialises and

expects ES to enter the secondary market in period 2.

21Here and throughout the analysis we will disregard equilibria that would be eliminated under standard refinement
criteria such as Pareto-dominance or trembling hands.
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Hence, if EP materialises, entering the market in period 2 is a dominant strategy. If the entry

cost in the secondary market is low enough, i.e. if fS ≤ δS , also ES enters the market in period 2.

If, instead, fS ∈ (δS ,
δS(2−p)

2 ], only EP enters the market in period 2.

If EP does not materialise, payoffs in the second period are given by (12). ES enters the secondary

market in period 2 if (and only if) fS ≤ δS
2 .

Period 1

Let us move to the first period. If ES enters the market in period 1, then it will earn profits δS
2

in period 1, when I monopolises the primary market. ES expects to make the same profits also

in period 2, when EP does not materialise. Instead, when EP materialises, ES expects to earn

profits δS in period 2, because EP will decide to enter the primary market. Total post-entry profits

π∗TOTES
= δS

2 + pδS + (1− p) δS2 are sufficient to cover entry costs fS by assumption A2.

If, instead, ES decides not to enter in period 1, it will never enter the secondary market when

entry costs are sufficiently large (fS > δS), it will enter in period 2 when entry costs are low (fS ≤ δS
2 ),

it will enter in period 2 only if EP materialises for intermediate entry costs (fS ∈ ( δS2 , δS ]). Entering

the market in period 1 gives higher expected profits in all the cases.

Proof of Lemma 2

Proof. Let us start from period 2.

Period 2

ES entered the secondary market in period 1

Imagine that EP materialises and enters the primary market in period 2. The incumbent sells the

bundle of the two products at a price p̃I , and the secondary product at the stand-alone price pIs .

Consumers can then choose between buying the combinations (IP , IS), (EP , ES), or (EP , IS). Multi-

homers can also add ES to the bundle, therefore obtaining (IP , IS , ES). The price equilibrium is

such that the entrants appropriate their respective efficiency advantage:

p̃I
∗,2 = 0; p∗,2IS = 0; p∗,2ES

= δS ; p∗,2EP
= δP (14)

with all the consumers purchasing from the entrants. It is easy to show that the incumbent cannot

profitably deviate changing p̃I ,pIs or both. Given p∗EP
and p̃I

∗, ES would lose all of its customers if

it increased pES
. Similarly, given p∗ES

and p̃I
∗, EP would lose all of its customers if it increased pEP

.

Note that equilibria in which ES extracts more than δS do not exist. This is due to the incumbent’s

ability to sell the secondary product individually under tying. Consider a candidate equilibrium in

which:

p̃I = 0 = pIS ; pES
∈ (δS , δS + δP ]; pEP

= δP + δS − pES
< δP ,

with the incumbent not selling. Consumers would enjoy utility U purchasing either the combination

(EP , ES) or the bundle, whereas they would enjoy utility U + δP − pEP
> U by purchasing the

combination (EP , IS). As a consequence the incumbent would have an incentive to deviate and set

p
′
IS

= δP − pEP
− ε > 0 for ε sufficiently low. It would attract users that combine its secondary

product with the entrant’s primary product and it would make positive profits. The deviation would

be profitable.

Likewise equilibria in which EP extracts more than δP do not exist. This is due to the existence
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of multi-homers that can add ES to the bundle. Consider a candidate equilibrium in which:

p̃I = 0 = pIS ; pEP
∈ (δP , δS + δP ]; pES

= δP + δS − pEP
< δS ,

with the incumbent not selling. Consumers would enjoy utility U by purchasing either the combi-

nation (EP , ES) or the bundle, and utility lower than U by purchasing the combination (EP , IS).

However, multi-homers would enjoy utility U + δS − pES
> U by adding ES to the incumbent’s

bundle (IP , IS). As a consequence the incumbent would have an incentive to deviate and set

p̃I
′

= δS − pES
− ε > 0 for ε sufficiently low. It would attract multi-homers and it would make

positive profits. The deviation would be profitable.

The post-entry payoffs in the second period are:

π∗,2I = 0; π∗,2ES
= δS ; π∗,2EP

= δP ; CS∗2 = U (15)

Since fP ≤ δP
2 by assumption, EP enters the primary market in period 2 if it materialises and if

ES entered the secondary market in period 1.

Let us consider now the case in which EP does not materialise. The incumbent monopolises the

primary market also in period 2. Since the incumbent has engaged in tying, if a consumer buys IP

that consumer is also getting IS . Then, ES will not be able to sell to single-homers consumers; it will

sell to multi-homers who are willing to add ES to the incumbent’s bundle as long as pES
≤ δS and

U + δS − p̃I − pES
≥ 0. Since we allow the incumbent to discriminate the price of the bundle across

multi-homing and single-homing consumers, it will extract all of the surplus U that single-homers

enjoy when they purchase the bundle, and will extract part of ES ’s efficiency gain through the price

set for multi-homers: p̃∗L,1I = U , p̃∗H,1I = U + αδS , p∗,1ES
= (1− α)δS .

The post-entry payoffs in the second period (focusing on the case in which α = 1/2) are:

π∗,2I = (1− β)U + β(U +
δS
2

); π∗,2ES
= β

δS
2

; CS∗2 = 0 (16)

ES did not enter the secondary market in period 1

Consider the case in which EP materialises and expects ES not to enter the secondary market in

period 2 either. Tying does not prevent the incumbent from selling the secondary product, that it

monopolises, on a stand-alone basis. Then consumers can combine the incumbent’s secondary product

with the higher quality primary product of the entrant. This allows the incumbent to extract half

of the entrant’s efficiency advantage in the primary market: p̃I
∗ = U , p∗EP

= δP
2 , p∗IS = U + δP

2 .

Consequently, if EP materialises and enters the primary market in period 2 the agents’ post-entry

payoffs in the second period are:22

π∗,2I = U +
δP
2

; π∗,2EP
=
δP
2

; CS∗2 = 0. (17)

Since fP ≤ δP
2 by assumption A1, EP enters the primary market in period 2 if it materialises and

22Consider the following candidate equilibrium: p̃I = U , pEP = (1 − α)(U + δP ), pIS = α(U + δP ). The incumbent

could deviate and set p
′
IS

> α(U + δP ). Consumers would buy the bundle from the incumbent whose profits would
amount to U . The deviation profit is larger than the candidate equilibrium profit as long as U > α(U + δP ). When
α = 1/2 this inequality becomes U > δP which holds by assumption. Then, the proposed one is not an equilibrium.
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if it expects ES not to enter the secondary market in period 2.

Assume now that EP materialises and expects ES to enter the secondary market in period 2. By

applying the analysis above one can conclude that EP enters in period 2.

Hence, if EP materialises, entering the primary market in period 2 is a dominant strategy.

As a consequence, if EP materialises and the entry cost in the secondary market is low enough,

i.e. if fS ≤ δS , both ES and EP enter the market in period 2. If, instead, fS ∈ (δS ,
δS(2−p)

2 ], only EP

enters the market in period 2.

If EP does not materialise, payoffs in the second period are given by (16). ES enters the secondary

market in period 2 if (and only if) fS ≤ β δS2 .

Period 1

In the first period EP is not on sale and, as discussed above, under tying ES will sell only to multi-

homers if it enters the market in period 1. The incumbent will extract all of the surplus U that

single-homers enjoy when they purchase the bundle, and will extract half of ES ’s efficiency gain

through the price set for multi-homers: p̃∗L,1I = U , p̃∗H,1I = U + δS
2 , p∗,1ES

= δS
2 .

Hence, if it enters the secondary market in period 1, firm ES will earn profits β δS2 in period 1. ES

expects to make the same profits also in period 2, when EP does not materialise. Instead, when EP

materialises, ES expects to earn profits δS in period 2, because EP will enter the primary market.

Total post-entry profits are given by π∗TOTES
= β δS2 + pδS + (1 − p)β δS2 . If fS ≤ pδS firm ES enters

the secondary market in period 1 for any β ∈ [0, 1]. (When β = 0, it is indifferent between entering

in period 1 or 2.) If, instead, fS > pδS , there exists a threshold level of multi-homing consumers

β∗(fS), with β∗(fS) ∈ (0, 1] and increasing in fS such that firm ES enters ES in period 1 if (and only

if) β ≥ β∗(fS). (Recall that when β = 1, π∗TOTES
= δS

2 + pδS + (1 − p) δS2 ≥ fS by assumption A2,

whereas when β = 0, π∗TOTES
= pδS < fS .)

Proof of Lemma 3

Proof. Period 2

ES entered the secondary market in period 1

Imagine that EP materialises and enters the primary market in period 2. The incumbent sells only

the bundle of the two products at a price p̃I . Consumers can then choose between the combinations

(IP , IS) or (EP , ES). Multi-homers can also add ES to the bundle, therefore obtaining (IP , IS , ES).

One can check that the price configuration such that the entrants appropriate their respective effi-

ciency advantage is an equilibrium:

p̃I
∗,2 = 0; p∗,2ES

= δS ; p∗,2EP
= δP (18)

with all the consumers purchasing from the entrants.

However, differently from the case of tying, equilibria in which ES extracts more than δS do exist:

p̃I
∗,2 = 0; p∗,2ES

∈ (δS , δS + δP ]; p∗,2EP
= δP + δS − pES

< δP ,

Since the incumbent does not sell the secondary product on a stand-alone basis, it cannot use the

price of the secondary product to profitably deviate from the equilibrium. Among these equilibria we

select the one in which ES appropriates half of EP ’s efficiency advantage, in line with the assumption
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made so far with respect to the share of rents going to I when there is only the secondary product

entrant.

Instead, equilibria in which EP extracts more than δP do not exist. Similarly to what we already

discussed for the case of tying, the existence of multi-homing consumers that can add ES to the

bundle creates the scope for profitable deviations.

The post-entry payoffs in the second period are:

π∗,2I = 0; π∗,2ES
= δS +

δP
2

; π∗,2EP
=
δP
2

; CS∗2 = U (19)

Since fP ≤ δP
2 by assumption, EP enters the primary market in period 2 if it materialises and if

ES entered the secondary market in period 1.

If, instead, EP does not materialise, the post-entry payoffs in period 2 are the same as in the case

of tying:

π∗,2I = (1− β)U + β(U +
δS
2

); π∗,2ES
= β

δS
2

; CS∗2 = 0 (20)

ES did not enter the secondary market in period 1

Consider the case in which EP materialises and it is the only firm to enter the market in period 2.

Pure bundling, differently from tying, implies that EP will not be able to sell. Then if EP only enters

in period 2 the incumbent will extract the entire consumers’ surplus through the price of the bundle

and the agents’ post-entry payoffs in the second period are:

π∗,2I = U ; π∗,2EP
= 0; CS∗2 = 0 (21)

Since fP > 0 by assumption, EP does not enter the primary market if it expects ES not to enter

the secondary market in period 2.

Consider now the case in which ES only enters the (secondary) market in period 2. The agents’

post-entry payoffs are the ones indicated in (20).

Finally, if both ES and EP enter the market in period 2, post-entry profits are the ones indicated

in (15).

Entry in period 2, when EP materialises and ES did not enter the secondary market in period 1,

depends on the size of the entry cost in the secondary market:

• If fS ≤ β δS2 , entry in period 2 is a dominant strategy for firm ES . Since EP expects ES to

enter for sure, it will also enter the market in period 2 (recall that fP ≤ δP
2 by assumption).

• If fS ∈ (β δS2 , δS + δP
2 ], each firm finds it profitable to enter the market if it expects the entrant

in the complementary market to take the same decision. In this case there exists multiple

equilibria: either both ES and EP enter the market in period 2 or none of them does.

• If fS > δS + δP
2 , for firm ES not entering the market is a dominant strategy. Expecting ES

not to enter, also EP finds it optimal not to enter. There is a unique equilibrium with no firm

entering the market in period 2.

Consider now the case in which EP does not materialise. The payoffs in period 2 are given by

(20). ES enters the secondary market in period 2 if (and only if) fS ≤ β δS2 .
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Period 1

In the first period EP is not on sale. Equilibrium prices in period 1 in the case in which ES enters

the market are given by: p̃∗L,1I = U , p̃∗H,1I = U + δS
2 , p∗,1ES

= δS
2 .

Hence, if ES enters the secondary market in period 1, it earns profits β δS2 by selling to multi-

homers in period 1 and in period 2 if EP does not materialise; moreover it earns δS + δP
2 in period

2, when also EP will enter the (primary) market. Entry in the secondary market occurs in period 1

if total post-entry profits π∗TOTES
= β δS2 + p(δS + δP

2 ) + (1− p)β δS2 cover the entry cost fS .

It is easy to see that if fS ≤ p(δS + δP
2 ), firm ES enters the secondary market in period 1 for any

β ∈ [0, 1].23 If, instead, fS > p(δS + δP
2 ), there exists a threshold level of multi-homers β∗b(fS), with

β∗b(fS) ∈ (0, 1] and increasing in fS such that firm ES finds it profitable to enter ES in period 1 if

(and only if) β ≥ β∗b(fS). (Recall that when β = 1, π∗TOTES
= p δS2 + δS + p δP2 ≥ fS by assumption

(A2), whereas when β = 0, π∗TOTES
= p(δS + δP

2 ) < fS). Since π∗TOT Bundling
ES

> π∗TOT tying
ES

,

β∗b(fS) < β∗(fS).

Proof of Proposition 3.

Proof. When the entrants are integrated equilibrium prices in the various market structures are the

same as in the case of separated entrants. Here, therefore, we analyse the entry decisions, starting

from the case in which the incumbent sells the two products separately.

Independent sales

Period 2

ES entered the secondary market in period 1

If EP materialises, and enters market P , total post-entry profits in period 2 of firm E are given by

π2E = π2ES
+ π2EP

= δS + δP (see (11)) gross of the entry costs. If EP does not enter, π2E = δS
2 (see

(12)). Hence, firm E decides to enter the primary market in period 2 if (and only if) fP ≤ δP + δS
2 .

Note that, when deciding whether to enter the primary market in period 2, firm E takes into account

the increase in profits in the secondary market due to lack of rents extraction by the incumbent.

Then the upper bound of the entry cost fP such that entry occurs in the primary market is higher

than in the case of separated entrants. Since fP ≤ δP
2 by assumption (A1), EP enters the primary

market in period 2 if it materialises and if ES entered the secondary market in period 1.

ES did not enter the secondary market in period 1

Consider the case in which EP materialises. Firm E must decide whether to enter both markets,

earning π2E = δS + δP post-entry, gross of the entry costs (from (11)); to enter only market i = P, S,

earning π2E = δi
2 (from (13) and (12)); not to enter at all, earning 0 profits.

Since fP ≤ δP
2 by assumption (A1), E’s entry in P alone is always profitable. Firm E enters also

the secondary market if (and only if) fS ≤ δS + δP
2 .

23Note that, differently from the case of tying, when β = 0 firm ES strictly prefers to enter the secondary market in
period 1 over entry in period 2. In both cases ES does not collect any revenue in period 1, but entering earlier avoids
coordination failures in period 2 that might arise when the two entrants take their entry decisions simultaneously.
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If EP does not materialise, payoffs in the second period are given by (12). ES enters the secondary

market in period 2 if (and only if) fS ≤ δS
2 .

Period 1

If E enters the secondary market in period 1, then it also enters market P in period 2 (if EP

materialises) and it earns expected total profits π∗TOTE = δS
2 + p(δS + δP ) + (1 − p) δS2 (gross of the

entry costs).

If it does not enter the secondary market in either period then it will enter market P in period 2

(if EP materialises) and its expected total profits amount to π∗TOTE = p δP2 .

Firm E decides to enter the secondary market in period 1 if (and only if) fS ≤ δS
2 + p(δS + δP

2 +

(1 − p) δS2 ), which is always satisfied by assumption (A2). Also in this case the upper bound of the

entry cost fS such that entry occurs in the secondary market is period 1 is higher than in the case of

separated entrants. This is because firm E takes into account that, by entering the secondary market,

it will also increase the profits that it will earn in the primary market in period 2 by preventing the

incumbent from extracting efficiency rents from EP .

In sum, the results of Lemma 1 are confirmed when the entrants belong to the same company.

Next, let us consider the case in which the incumbent engages in tying.

Tying

Period 2

ES entered the secondary market in period 1

Imagine that EP materialises and enters the primary market in period 2. The post-entry payoffs in

the second period are given by (15) and firm E’s total post-entry profit is π2E = δS + δP . If EP does

not enter, π2E = β δS2 (see (16)). Hence, firm E decides to enter the primary market in period 2 if

(and only if) fP ≤ δP + δS(1− β
2 ). Note that under tying firm E’s incentive to enter market P in the

second period is stronger than under independent sales, because absent entry in P firm E sells the

secondary product only to multi-homers. Since fP ≤ δP
2 by assumption A1, EP enters the primary

market in period 2 if it materialises and if ES entered the secondary market in period 1.

ES did not enter the secondary market in period 1

Consider the case in which EP materialises. Firm E must decide whether to enter both markets,

earning π2E = δS + δP post-entry ross of the entry costs (see (15)); to enter only market P , earning

π2E = δP
2 (see (17)); to enter only market S earning π2E = β δS2 (see (16)); not to enter at all, earning

0 profits.

Since fP ≤ δP
2 by assumption A1, E’s entry in P alone is always profitable. Firm E enters also

the secondary market if (and only if) fS ≤ δS + δP
2 .

If EP does not materialise, payoffs in the second period are given by (16). ES enters the secondary

market in period 2 if (and only if) fS ≤ β δS2 .

Period 1
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If firm E enters the secondary market in period 1 then it also enters market P in period 2 (if EP

materialises) and it earns expected total profits π∗TOTE = β δS2 + p(δS + δP ) + (1− p)β δS2 (gross of the

entry costs).

If it does not enter the secondary market in either period then it will enter market P in period 2

(if EP materialises) and its expected total profits amount to π∗TOTE = p δP2 .

Firm E decides to enter the secondary market in period 1 if (and only if) fS ≤ β δS2 + p(δS +
δP
2 + (1 − p)β δS2 ). It is easy to see that if fS ≤ p(δS + δP

2 ) firm ES enters the secondary market

in period 1 for any β ∈ [0, 1]. (When β = 0, it is indifferent between entering in period 1 or

2.) If, instead, fS > p(δS + δP
2 ), there exists a threshold level of multi-homing consumers β∗i(fS),

with β∗i(fS) ∈ (0, 1] and increasing in fS such that firm ES enters ES in period 1 if (and only if)

β ≥ β∗i(fS).

Precisely because firm E internalises that entry in S increases the profits earned in market P ,

the lower bound of the entry cost fS such that entry in S is discouraged is higher than in the case of

separated entrants, and the upper bound of the share of multi-homers is smaller.

The continuation equilibria following the incumbent’s decision at period 0 is summarised by the

following Lemma:

Lemma 6. If ES and EP belong to the same company, when the incumbent engages in tying the

continuation equilibrium of the game is as follows:

(i) If either the entry cost in the secondary market is sufficiently low, i.e. fS ≤ p(δS + δP
2 ),

or fS > p(δS + δP
2 ) and the share of multi-homers is sufficiently large, i.e. β ≥ β∗i(fS), then

entry by ES takes place in the first period, and entry by EP follows in the second period (if EP

materialises). Equilibrium total payoffs are as follows:

π∗I = (U +β
δS
2

)(2−p); π∗ES
= β

δS
2

+pδS +(1−p)β δS
2
−fS ; π∗EP

= p(δP −fP ) CS∗ = pU

(22)

(ii) If the entry cost in the secondary market is high enough, i.e. fS > p(δS+ δP
2 ) and the share of

multi-homers is sufficiently low, i.e. β < β∗i(fS), firm ES does not enter the secondary market.

Firm EP enters the primary market in period 2 if it materialises. In this case equilibrium total

payoffs are as follows:

π∗I = U + U + p
δP
2

; π∗ES
= 0; π∗EP

= p(
δP
2
− fP ) CS∗ = 0 (23)

The threshold β∗i(fS) ∈ (0, 1] and is increasing in fS and β∗i(fS) < β∗(fS).

A.2 Proofs of the model with network externalities

Proof of Lemma 4

Proof. Period 2

In period 2 EP will also be active in the primary market. Bertrand competition between IP and EP

will drive equilibrium prices of the primary product down to:
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p∗IP ,2 = 0, p∗EP ,2
= δP , (24)

with all consumers buying the rival’s primary product (i.e. q∗EP ,2
= N, q∗IP ,2 = 0). As for the

secondary product, the existence of network externalities implies that consumers’ choice will also

depend on the choice of consumers in the first period. Define ME and MI as the number of consumers

who in t = 1 bought the secondary product from ES and I respectively. Then, the period-2 consumers

will prefer to buy ES over IS if V (EP , ES)− pES ,2 ≥ V (EP , IS)− pIS ,2 that can be written as (recall

that they will coordinate on the best outcome):

δS + v(ME +N)− pES ,2 ≥ v(MI +N)− pIS ,2

Firm ES wins competition for period-2 consumers if its intrinsic advantage combined with the size

of its network makes the quality of its product δS + v(ME +N) superior to that of the incumbent’s

product v(MI +N). This is more likely to be the case the higher the number of period-1 consumers

who bought the rivals’ secondary product ME and the stronger ES ’s advantage δS . Otherwise the

incumbent will sell to period-2 consumers. Equilibrium prices and payoffs are summarized as follows

(we omit the proof since this is just a simple asymmetric Bertrand game):

(i) If δS ≥ v(MI +N)− v(ME +N), equilibrium prices and quantities in the secondary market

are given by:

p∗IS ,2 = 0, p∗ES ,2
= δS + v(ME +N)− v(MI +N); q∗IS ,2 = 0, q∗ES ,2

= N

(ii) If δS < v(MI +N)−v(ME +N), equilibrium prices and quantities in the secondary market

are given by:

p∗ES ,2
= 0, p∗IS ,2 = v(MI +N)− δS − v(ME +N); q∗IS ,2 = N, q∗ES ,2

= 0

In case (i), equilibrium payoffs in period 2 are given by, respectively:

π∗IS ,2 = π∗IP ,2 = 0, π∗ES ,2
= N [δS+v(ME+N)−v(MI+N)]; π∗EP ,2

= NδP ; CS∗2 = N [U+v(MI+N)]

In case (ii) they are given by:

π∗IS ,2 = N [v(MI+N)−δS−v(ME+N)], π∗IP ,2 = 0, π∗ES ,2
= 0; π∗EP ,2

= NδP ; CS∗2 = N [U+δS+v(ME+N)]

Period 1

Recall that in period 1 the primary product is sold only by the incumbent. Consumers at period 1

will anticipate that their choice will affect period-2 consumers’ choice. If they choose IS , then at the

beginning of period 2 MI = N and ME = 0. From assumption (A1’) it follows that case (ii) above

applies: δS < v(2N)− v(N). In turn, this means that period-2 consumers will all buy IS . Then, the

individual surplus of period-1 consumers is CS(IP , IS)1 = U + v(2N)− pIP ,1 − pIS ,1.
If instead period-1 consumers choose ES , then at the beginning of period 2 it will be MI = 0

and ME = N . From assumption (A1’) it follows that case (i) above applies: δS ≥ v(N) − v(2N).

In turn, this means that period-2 consumers will all buy ES . In this case period-1 consumers will
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derive surplus CS1(IP , IS) = U + δS + v(2N)− pIO,1 − pES ,1.

Hence, period-1 consumers will buy IS as long as pIS ,1 < pES ,1− δS and CS(IP , IS) ≥ 0. In other

words, in order to attract period-1 consumers, the incumbent must offer a discount slightly larger

than δS to compensate users for its intrinsic quality disadvantage.

When competing for period-1 consumers firms anticipate that who sells to period-1 consumers

will also sell to period-2 consumers. If firm ES sells the secondary product to period-1 consumers at

the price pES ,1, its total profits would be:

pES ,1N + (δS + v(2N)− v(N))N

Hence, the minimum price that firm ES is willing to offer is pES ,1 = −δS − (v(2n)− v(N)) < 0.

If the incumbent sells the secondary product to period-1 consumers at the price pIS ,1, it will set

a price of the primary product that allows it to extract from consumers their remaining surplus from

the system: pIP ,1 = U+v(2N)−pIS ,1. It would earn (pIS ,1N+(U+v(2N)−pIS ,1)N = (U+v(2N))N

in period 1 and (v(2N) − v(N) − δS)N in period 2. If the incumbent does not sell its secondary

product in period 1, it will not sell it in period 2 too. However, the incumbent sells the primary

product to period 1 consumers: if it expects firm ES to set the price pES ,1 for the secondary product,

the incumbent optimally sets pIP ,1 = U + v(2N) + δS − pES ,1 for the primary product. This shows

that, given the rival’s price pES ,1 the incumbent finds it optimal to undercut and sell the secondary

product to period-1 consumers as long as the rival’s price is sufficiently high because in that case

letting the rival sell the secondary product does not allow the incumbent to extract sufficient rents

from period-1 consumers:

∆πI = (U + v(2N))N + (v(2N)− v(n)− δS)N − (U + v(2N) + δS − pES ,1) ≥ 0

⇔ pES ,1 ≥ δS + δS − (v(2N)− v(N)) ≡ p̂ES ,1.

Note that, by assumption A1′, p̂ES ,1 < δS . This implies that when pES ,1 = δS , the incumbent

has an incentive to offer a discount slightly larger than δS and sell the secondary product to period-1

consumers. However, the non-negative price-constraint bites and the incumbent cannot make such a

counteroffer.

Similarly to the case analysed in Section 2.1, there is a continuum of Nash equilibria with firm

I selling the primary product at a price pIP ,1 = U + v(2N) + αδS and ES selling the secondary

product at pES ,1 = (1− α)δS , with α ∈ [0, 1]. Note that the non-negative price constraint bites also

in this case: if pIp,1 ∈ (U + v(2N) + δS , U + v(2N) + δS + (δS + v(2N)− v(N))] firm ES would find

it profitable to set a negative price for its secondary product pES ,1 ∈ [−δs− (v(2N)− v(N)), 0). The

incumbent would extract through the price of the primary product not only ES ’s quality advantage

δS generated in period 1, but also the rents that ES will earn in period 2. However, the non-negative

price constraint prevents these equilibria from arising.

Among the equilibria, as in the previous sections, we select the one where the incumbent and

the rival split equally ES ’s efficiency rents, namely α = 1/2. We can then summarise the analysis as

follows:

Price equilibrium in period 1 with no tying
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In period 1 ES sells the secondary product. Equilibrium prices and quantities are as follows:

p∗IS ,1 = 0, p∗ES ,1
= δS/2; p∗IP ,1 = U + v(2N) +

δS
2

; q∗IS ,1 = 0, q∗ES ,1
= N

The corresponding equilibrium payoffs in period 1 are given by:

π∗I,1 = N [U + v(2N) +
δS
2

]; π∗ES ,1
= N

δS
2

; CS∗1 = 0.

Proof of Lemma 5

Proof. Last stage

When the incumbent engages in tying, multi-homers who want to combine the incumbent’s primary

product and ES ’s secondary product have to buy the bundle from the incumbent and add also ES ’s

secondary product. We did not consider this situation in the case of no tying analysed in Section 3.1

because in that case a consumer who wants to combine the incumbent’s primary product and ES ’s

secondary product can buy IP from the incumbent independently from IS .

Let us denote with MI the number of consumers who bought only the incumbent’s secondary

product in the previous periods (and, therefore, that will use IS in the last stage), with ME those who

bought only ES ’s secondary product (and, therefore, who will use ES in the last stage), and as MIE

the multi-homers who added ES to the incumbent’s system. At the last stage the latter consumers

have the possibility to choose which secondary product to use and will compare the overall utility

that each product generates. They will use ES secondary product iff:

v(ME +MIE) + δs > v(MI +MIE) (25)

Period 2

In the second period, both ES and EP are in the market. The choice of period-2 consumers depends

on the choice of period-1 consumers. Recall that in period 1 EP ’s primary product is not available.

Hence, in period 1 consumers buy either only the bundle or the bundle and ES ’s secondary product.

Then, given M1
I , M1

IE and M1
E = 0, and given prices p̃I , pIS , pES and pEP , period 2 consumers decide

which combination of products to buy anticipating the choice of the multi-homers that installed both

ES and IS .

Period-2 consumers anticipate that if they all choose to buy only the incumbent’s secondary

product, then the consumers that will have to choose at the last stage are the ones who installed

both ES and IS in period 1, i.e. MIE = M1
IE , whereas ME = 0, and MI = 2N −M1

IE . (We focus

here and in what follows on the case in which all consumers buy the bundle at time 1, so that the

number of consumers that bought only IS at time 1 is M1
I = N −M1

IE .) In that case condition 25

becomes v(M1
IE)+δS > v(2N) which is never satisfied from assumption A1 and M1

IE ≤ βN . Then, if

all period-2 consumers choose to buy only the incumbent’s secondary product, then consumers that

installed both secondary products will use the one of the incumbent. The utility of period-2 consumers

is U + δP + v(2N)− pEP
− pIS if they choose the combination (EP , IS), and U + v(2N)− pEP

− p̃I
if they buy the bundle.
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Instead, if all period-2 consumers choose to buy only ES ’s secondary product, then consumers

who installed both secondary products will use the one of the entrant. In that case MIE = M1
IE ,

whereas ME = N , and MI = N−M1
IE so that condition (25) becomes v(M1

IE+N)+δS > v(N) which

is satisfied for any M1
IE ≤ βN . The utility of period-2 consumers when they choose the combination

(EP , ES) is U + δP + δS + v(N +M1
IE)− pEP

− pES
.

Finally, if all period-2 consumers buy the bundle and β of them add ES ’s secondary product,

MIE = M1
IE + βN , whereas ME = 0, and MI = 2N −MIE . In this case consumers who installed

both secondary products will use ES iff:

δS + v(M1
IE + βN) > v(2N). (26)

Otherwise, consumers who installed both secondary products will use IS . Note that from assumption

A1 it follows that condition (26) is never satisfied if M1
IE = 0. Instead, if M1

IE = βN there exists a

threshold level of the proportion of multi-homing consumers, β̂, such that condition (26) is satisfied

if (and only if) β > β̂.

When condition (26) is satisfied, the utility of multi-homing period-2 consumers is given by

U+δS +v(M1
IE +βN)− p̃I−pES

while that of single-homers is given by U+v(2N−βN−M1
IE)− p̃I .

When condition (26) is not satisfied, the utility of multi-homing period-2 consumers is given by

U + v(2N)− p̃I − pES
while that of single-homers is given by U + v(2N)− p̃I .

Let us analyse now price competition between suppliers in period 2. Let us consider first the

case in which δS + v(M1
IE +N) < v(2N), so that the superior system is the one in which all period-

2 consumers combine the entrant’s primary product and the incumbent’s secondary one. In this

case the unique price equilibrium in period 2 is the one in which each supplier extracts its quality

advantage:

p̃I
∗ = p∗I,s = v(2N)− v(M1

IE +N)− δs; p∗Es
= 0; p∗Ep

= δp.

with the incumbent selling IS and EP selling the primary product. No supplier has the unilateral

incentive to deviate. Period-2 consumers enjoy utility U + δs + v(M1
IE +N).

No equilibrium exists in which the total price for the combination (EP , IS) is the same as in

the equilibrium described above, but either the incumbent or ES extracts more than its quality

advantage, while the other supplier extracts less. The possibility to combine either IS with IP in the

bundle, or ES with EP creates the scope for profitable deviations.

Namely, no equilibrium exists in which pIS + pEP
= δP + v(2N) − v(M1

IE + N) − δS but pIS >

v(2N)− v(M1
IE +N)− δS and pEP

= δP + v(2N)− v(M1
IE +N)− δS − pIs < δP . ES would have an

incentive to deviate and set p
′
ES

= δP − pEP
− ε > 0 for ε sufficiently low. Consumers would decide

to combine ES and EP and the deviation would be profitable.

Similarly, no equilibrium exists in which pIS + pEP
= δP + v(2N) − v(M1

IE + N) − δS but

pEP
> δP and pIS = δP + v(2N) − v(M1

IE + N) − δS − pEP
< v(2N) − v(M1

IE + N) − δS . The

incumbent would have an incentive to deviate and slightly decrease the price of the bundle setting

p̃I
′

= δP +v(2N)−v(M1
IE +N)−δS−pEP

+ε, with p̃I
′
< v(2N)−v(M1

IE +N)−δS for ε sufficiently

small. Consumers would choose the bundle and the deviation would be profitable.

Let us consider now the case in which δs + v(M1
IE +N) ≥ v(2N), so that the superior system is

the one in which all period-2 consumers combine the entrant’s products (EP , ES): at the equilibrium
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EP and ES will sell. The prices configuration in which each supplier extracts its quality advantage

is an equilibrium:

p̃I
∗ = 0 = p∗IS ; p∗ES

= δS + v(MIE +N)− v(2N); p∗EP
= δP .

with the ES selling the secondary product and EP selling the primary product. No supplier has the

unilateral incentive to deviate and period-2 consumers enjoy utility U + v(2N).

There exists no equilibrium in which ES extracts more than its quality advantage, i.e. an equi-

librium in which pES
+ pEP

= δP + δS + v(M1
IE +N)− v(2N) but pES

> δS + v(M1
IE +N)− v(2N)

and pEP
= δP + δS + v(M1

IE +N)− v(2N)− pES
< δP . The incumbent would have an incentive to

deviate and set p
′
IS

= δP − pEP
− ε > 0 for ε sufficiently small. Consumers would decide to combine

IS and EP and the deviation would be profitable.

Is there an equilibrium in which EP extracts more than its quality advantage? Consider a

candidate equilibrium in which pES
+ pEP

= δP + δS + v(M1
IE + N) − v(2N) but pEP

> δP and

pES
= δP + δS + v(M1

IE + N) − v(2N) − pEP
< δS + v(M1

IE + N) − v(2N). At the candidate

equilibrium, all period-2 consumers would be better off if they could buy the bundle (whose price is

zero) so as to have access to IP and then combine it with ES ’s secondary product. The latter’s price

is low enough to ensure that, if they could do that, they would enjoy greater utility than U + v(2N).

However, only a proportion β of period-2 consumers can add ES to the incumbent’s system. Whether

they want to do that at the candidate equilibrium prices (and therefore whether there is scope for a

profitable deviation for the incumbent) depends on whether condition (26) is satisfied and whether

the candidate equilibrium price for ES is sufficiently low.

Consider first the case in which condition (26) is not satisfied because in period 1 multi-homing

consumers did install both secondary products but their proportion is too low (i.e. M1
IE = βN but

β ≤ β̂).24 In that case, in period 3 all consumers who installed both secondary products decide to

use IS . Then, by purchasing the bundle and adding ES , multi-homing period-2 consumers would

enjoy utility U + v(2N) − pES
that is (weakly) lower than the utility they enjoy in the candidate

equilibrium. It follows that no profitable deviation exists for the incumbent or ES and the candidate

equilibrium is indeed an equilibrium. To sum up, when β ≤ β̂ the equilibria are as follows:

p̃I
∗ = 0 = p∗IS ; p∗ES

= (1−α)[δS + v(MIE +N)− v(2N)]; p∗EP
= δP +α[δS + v(MIE +N)− v(2N)].

with α ∈ [0, 1]. Consider now the case in which M1
IE = βN and β > β̂ so that condition (26)

is satisfied. In that case, in the last stage, all consumers who installed both secondary products

decide to use ES . Then, by purchasing the bundle and adding ES , multi-homing period-2 consumers

enjoy utility U + δS + v(M1
IE + βN) − pES

. Condition (26) implies that U + δS + v(M1
IE + βN) −

pES
> U(2N) if pES

= 0, whereas β ≤ 1 implies that U + δS + v(M1
IE + βN) − pES

≤ U(2N) if

pES
= δS + v(M1

IE +N)− v(2N). Then, there exists a threshold level of the candidate equilibrium

price, p̂ES
(β) ∈ (0, δS + v(M1

IE + N) − v(2N)], such that U + δS + v(M1
IE + βN) − pES

> U(2N)

iff pES
< p̂ES

(β), with p̂ES
(β) increasing in β. Therefore, no profitable deviation exists when pES

≥
p̂ES

(β). In that case the candidate equilibrium is an equilibrium.

When, instead, pES
< p̂ES

(β) the incumbent would have an incentive to deviate and set p̃I
′

=

δS + v(M1
IE + βN) − v(2N) − pES

− ε > 0 for ε sufficiently small. A proportion β of consumers

24Also when no multi-homing consumer decided to install both secondary products, i.e. when M1
IE = 0, condition

(26) is not satisfied, but in that case δs + v(M1
IE +N) ≥ v(2N) cannot hold by assumption A1.
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would decide to buy the system (IP , IS) from the incumbent and then add ES , and the deviation

would be profitable. In that case the proposed one is not an equilibrium. To sum up, when β > β̂

the equilibria are as follows:

p̃I
∗ = 0 = p∗IS ; p∗ES

= (1− α)[δS + v(MIE +N)− v(2N)] + αp̂ES
(β);

p∗EP
= δP + α[δS + v(MIE +N)− v(2N)− p̂ES

(β)]

with α ∈ [0, 1], p̂ES
(β̂) = 0 and p̂ES

(1) = δS + v(MIE +N)− v(2N).

As we did earlier when there exist multiple equilibria, we focus on the equilibrium that corresponds

to α = 1/2.

Lemma 7 summarises the result:

Lemma 7. Equilibrium prices at t=2 in case of tying.

(i) If δS ≥ v(2N) − v(M1
IE + N), there exists a threshold level of the proportion of multi-homing

consumers, β̂ such that:

(i-a) if β > β̂ there exists a threshold level of the price of ES’s secondary product, p̂ES
(β), such

that equilibrium prices and quantities are given by:

p̃I
∗ = 0 = p∗IS ; p∗ES

=
1

2
[δS + v(MIE +N)− v(2N)] +

1

2
p̂ES

(β);

p∗EP
= δP +

1

2
[δS + v(MIE +N)− v(2N)− p̂ES

(β)] q∗IS = q∗IP = 0; q∗ES
= q∗EP

= N.

with p̂ES
(β) increasing in β, p̂ES

(β̂) = 0 and p̂ES
(1) = δS + v(MIE +N)− v(2N).

(i-b) If β ≤ β̂ equilibrium prices and quantities are given by:

p̃I
∗ = 0 = p∗IS ; p∗ES

=
1

2
[δS + v(MIE +N)− v(2N)]; p∗EP

= δP +
1

2
[δS + v(MIE +N)− v(2N)]

q∗IS = q∗IP = 0; q∗ES
= q∗EP

= N.

(ii) If δS < v(2N)− v(M1
IE +N), equilibrium prices and quantities are given by:

p̃I
∗ = p∗IS = v(2N)− v(M1

IE +N)− δS ; p∗ES
= 0; p∗EP

= δP q∗ES
= q∗IP = 0; q∗IS = q∗EP

= N.

Note that in the model with fixed costs ES can decide not to enter the secondary market, so that

in period 2 the incumbent can extract rents from EP . In this variant of the model, instead, ES is al-

ways in the market which prevents the incumbent from extracting rents from EP when the incumbent

sells IS in period 2. Rents extraction would be possible if we modeled extreme network effects, for

instance assuming that by not selling in t=1 means that ES represents no effective competition in t=2.

Period 1

In the first period EP is not on sale, and if a consumer buys IP that consumer is also getting

IS . Consumers with low storage capacity will not buy ES and hence will use IS for sure. Instead,

consumers with high storage capacity may decide to add ES to the incumbent’s system (IP , ES)

depending on the price pE,S as well as on their expectations on the decision of period-2 consumers.
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Given p̃I , pIS and pES
, if all period-1 consumers buy only the bundle (without adding ES), then

M1
IE = 0 and by assumption A1 case (ii) of Lemma 7 applies. Then, all period-2 consumers will buy

the combination (EP , IS). The utility of period-1 consumers is U + v(2N)− p̃I .
If all period-1 consumers buy the bundle and multi-homers add ES , then M1

IE = βN . If δS +

v(βN + N) < v(2N) then case (ii) of Lemma 7 applies and, again, all period-2 consumers will buy

the combination (EP , IS) and the multi-homing period-1 consumers that installed both secondary

products will use IS . Their utility is U + v(2N) − p̃I − pES
. Note that when β = 0, assumption

A1 ensures that δS + v(βN + N) < v(2N), whereas when β = 1 δS + v(βN + N) > v(2N). There

exists a threshold level of the proportion of multi-homers, β∗, with β∗ ∈ (0, 1) and β∗ < β̂, such that

δS + v(βN +N) < v(2N) if (and only if) β < β∗.

Instead, when β ≥ β∗, δS + v(βN + N) ≥ v(2N), and case (i) of Lemma 7 applies. Then, all

period-2 consumers will buy the combination (EP , ES) and the multi-homing period-1 consumers

that installed both secondary products will use ES . Their utility is U + δS + v(βN +N)− p̃I − pES
.

When β < β∗, given p̃I consumers are willing to add ES ’s secondary product to the incumbent’s

system as long as pES
< 0. In this case all period-2 consumers will buy the combination (EP , IS), so

that attracting period-1 multi-homing consumers does not allow firm ES to sell in period 2. Hence,

firm ES would not be willing to offer a negative price in period 1 even in the absence of the non-

negative price constraint. At the equilibrium the incumbent sells the bundle to all period-1 consumers

and extracts their entire surplus.

When, instead, β ≥ β∗, there exist multiple equilibria. In all of them period-1 consumers buy

the bundle from the incumbent and multi-homers add ES ’s secondary product. Equilibria differ in

the way the incumbent and ES share the additional utility produced by the use of ES ’s secondary

product. Also in this case we focus on the case in which that additional utility is shared evenly

(i.e. α = 1/2).25 Note that in this case we allow the incumbent to discriminate the price between

multi-homers and single-homers in period 1.

Lemma 8 describes period-1 equilibrium prices and quantities following the incumbent’s decision

to engages in tying.

Lemma 8. Equilibrium prices at t=1 in case of tying.

There exists a threshold level of the proportion of multi-homers, β∗ ∈ (0, 1), such that:

(i) If β < β∗, first-period consumers do not add ES to the incumbent’s system. First period

equilibrium prices and quantities are:

p̃I
∗ = U + v(2N); p∗I,S = 0; p∗E,S = 0 q∗I,S = q∗I,P = N ; q∗E,S = 0.

(ii) If β ≥ β∗, first-period consumers do add ES to the incumbent’s system. First period

equilibrium prices and quantities are:

p̃I
∗H = U + v(2N) +

1

2
(δs + v(βN +N)− v(2N)); p̃I

∗L = U + v((1− β)N)

p∗I,S = 0; p∗E,S =
1

2
(δs + v(βN +N)− v(2N)); q∗I,S = q∗I,P = N ; q∗E,S = βN.

25As already highlighted in Section 3.1, the non-negative price constraint bites and prevents the incumbent from
extracting from ES also the profits earned in period 2.
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