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Abstract 
Identifying a Subgame Perfect Nash Equilibrium (henceforth SPNE) of a two-player 
Stackelberg game could be not a manageable task, especially when the players have a 
continuum of actions and the follower’s best reply correspondence is not single-valued. Aim of 
the paper is to investigate the issue of construction of SPNEs in Stackelberg games by 
exploiting perturbations of both the action sets and the payoff functions of the leader and the 
follower. To achieve the goal, since the limit of SPNEs of perturbed games is not necessarily 
an SPNE of the original game even for classical perturbations, we prove under non-restrictive 
convergence conditions how to produce an SPNE starting from a sequence of SPNEs of 
general perturbed games. This result allows to describe a procedure to find SPNEs that can 
accommodate various types of perturbations. More precisely, under mild assumptions on the 
data of the original game, we show that a large class of perturbed games (including, for 
example, perturbation approaches relying on the Tikhonov and entropic regularizations or 
motivated by altruistic and antagonistic behaviors) satisfies the convergence conditions for 
constructing an SPNE. The specific SPNE selections associated to such a class, together with 
their possible behavioral interpretations, are discussed and an illustrative example is provided. 
 
Keywords: Subgame perfect Nash equilibrium; two-player Stackelberg game; bilevel 
optimization problem; constructive method; perturbation. 
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1 Introduction

Two-player Stackelberg games (originally introduced in an economic setting in [57]) describe the in-

teractions between two players, called leader and follower, who make their decisions non-cooperatively

in a sequential way. In the first stage, the leader chooses an action trying to forecast the future

decision of the follower; in the second stage, the follower chooses an action after observing what the

leader has played. This play timing places Stackelberg games into the class of perfect-information

extensive-form games. So the solution notion we consider in this framework is the traditional game-

theoretical solution for extensive-form games, that is the subgame perfect Nash equilibrium concept

(introduced in [53], henceforth SPNE; see also for example [23, 47]), well-known refinement of the

Nash equilibrium solution concept used to rule out possible irrational behaviours of the players off

the equilibrium path. The situation originally investigated by von Stackelberg concerns a sequential

duopoly where the follower has a unique optimal reaction to any choice of the leader and the game

has a unique SPNE. However, in general Stackelberg games the follower may not have a unique

optimal reaction to any choice of the leader, so it could be an hard task to detect SPNEs, especially

when the players have a continuum of actions. Hence, a key-issue is how to construct an SPNE in

such a framework. Literature on how to obtain an SPNE in Stackelberg games can be collected in

two main strands.

SPNEs from bilevel optimization solution concepts. In the considered perfect information frame-

work, two ways to select an SPNE are connected to the solutions of widely investigated problems

reflecting the two “extreme” possible beliefs that the leader can have about how the follower chooses

an action among his optimal reactions. More precisely, if the leader thinks that the follower will

choose the worst action for her, then she faces the so-called weak Stackelberg problem (or pes-

simistic bilevel optimization problem; see [48, 27, 34, 39, 49, 32] and also [4] for first results on

existence, well-posedness, approximation and algorithms), whose solution induces an SPNE selec-

tion motivated by the pessimistic behaviour of the leader. Instead, if the leader believes that the

follower will choose the best action for her, then she deals with the so-called strong Stackelberg

problem (or optimistic bilevel optimization problem; see [5, 8, 51, 45, 56, 58, 31] and also [18]

for first investigations on existence, approximation, optimality conditions and algorithms), whose

solution induces an SPNE selection justified by the optimistic attitude of the leader. Furthermore,

when the leader does not have the above described extreme beliefs on the follower’s behavior but

she has a more general belief that attributes probabilities to all the optimal reactions, any solution

of the so-called intermediate Stackelberg problem (introduced in [42, 40]; see also [41] for an ap-

plication to oligopolistic markets) leads to an SPNE selection that reflects the leader’s belief. For

further discussion on how the SPNEs are “induced” by weak, strong and intermediate Stackelberg

solutions see [12, Section 4.2].

Note that, although behaviourally motivated, these ways of selection bring along the crucial issues

of the mathematical problems to which they are connected. For instance, the solutions and the

values of the weak Stackelberg problem may not be stable with respect to perturbations of the

payoff functions (see [34, 32]); and the same holds also for the strong Stackelberg problem (see [31,

Example 4.1]). Moreover, the weak Stackelberg problem is not guaranteed to have a solution even

under compactness of the action sets and continuity of the payoff functions (see [4, Remark 4.3]);
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and the same holds also for the intermediate Stackelberg problem (see [40, Example 3.5]).

Such crucial issues have been faced by the introduction of “surrogate” solutions (in weak Stack-

elberg problems see [34, 36, 35], [32] for approximate solutions and [30] for viscosity solutions; in

intermediate Stackelberg problems see [40] for approximate solutions; in strong Stackelberg prob-

lems see [31] for approximate solutions; see also [12, Section 4.4] for a comprehensive discussion).

Clearly, as well as for the weak and the strong Stackelberg solutions, these surrogate solutions

induce related approximate SPNEs.

SPNEs from perturbations of the game. Another way to select an SPNE is through the con-

struction of suitable sequences of perturbed two-player Stackelberg games having a single-valued

follower’s best reply correspondence. Such an approach leads to perturbed games that are better-

manageable from both theoretical and numerical points of view, due to the uniqueness of the

solution of the second-stage problem (see [33] and also [12, Section 4.3.1] and [18, Chapter 6] for

results on existence, stability and numerical approximation in Stackelberg problems with a unique

lower-level solution). Two situations have been investigated when the follower’s payoff function is

convex with respect to his own variable. First, in [50] an SPNE has been obtained by perturbing the

follower’s payoff function via the Tikhonov regularization ([55]), one of the most used regularization

techniques in optimization. Afterwards, a learning approach for SPNEs has been introduced in [11]

by exploiting proximal point techniques (connected to the Moreau-Yosida regularization, see [46,

52]) applied to the payoff functions of both players. Besides the uniqueness of the solution to the

perturbed second-stage problem, the method presents a behavioural interpretation reflecting the

players’ aversion to the costs of deviation from a current action to another one. Furthermore, for

the mixed extension of finite-actions Stackelberg games, a perturbation relying on the Shannon

entropy ([54]) has been presented in [43] to approach SPNEs.

In this paper, instead of considering a specific perturbation, we are interested in providing non-

restrictive sufficient conditions on the original game and on the “convergence” of general perturbed

games in order to construct an SPNE of the original game. Having in mind this goal, we set the

most general framework as possible: we consider Stackelberg games where the feasible decisions of

the follower depend on the leader’s choices (meaning that the set of the follower’s feasible actions

is defined by a set-valued map) and we consider perturbed games involving the perturbation both

of the players’ feasible action sets and of the player’s payoff functions (so convergence of sequences

of functions, sets and set-valued maps are managed). This setting enlarges the ones presented in

[50] (where the perturbation involves the follower’s payoff function only), in [11] (where the set of

follower’s feasible actions does not depend on the leader’s actions and the perturbation does not

affect the action sets) and in [43] (where the payoff functions are linear and the perturbation affects

the follower’s payoff function only). Given such a sequence of general perturbed games, we take into

account a related sequence of SPNEs (that is, one SPNE for each perturbed game). Note that such

a sequence does not necessarily converge to an SPNE of the original game even for nice data of the

game (meaning compact action sets and smooth payoff functions) and for traditional perturbations

(see [10] for an investigation on the asymptotic behavior of SPNEs in perturbed Stackelberg games).

Our first contribution consists in proving that, under non-restrictive convergence assumptions on

the perturbed games, an SPNE can be generated from the limit of the sequence of SPNEs of the

perturbed games even when that limit is not. Hence, such a key-result allows to pursue also a
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linked goal: the description of a general procedure for constructing an SPNE in Stackelberg games.

Our second contribution consists in showing that a large class of perturbed games actually satisfies

these convergence assumptions. Moreover, such a class allows to

• accommodate the methods proposed in [50] and in [43] relying on the Tikhonov regularization

and on the Shannon entropy, respectively;

• produce new constructive approaches motivated by altruistic and antagonistic attitudes of

the players;

• deal with perturbed games whose SPNEs are more manageable to find;

• possibly characterize the SPNE generated.

Our findings represent a first step. In a future research, we aim to investigate the construction of

SPNEs also in a dynamic framework and, in particular, to provide SPNEs selection results in the

class of differential games with hierarchical play and its applications (see, e.g., [20, 6, 24, 7]).

The paper is organized as follows. In Section 2, after the description of the framework and

of the general perturbation scheme, we first state some notions of convergence for sets, functions

and set-valued maps that will be used (Section 2.1), and then we show how to construct an SPNE

starting from a sequence of SPNEs of perturbed games (Section 2.2). In Section 3 we present the

class of perturbed games whereby the convergence assumptions of the general constructive method

are satisfied. Finally, in Section 4, we discuss the possible behavioral interpretations of specific

perturbations and the connections with existing selection results for SPNEs, and we provide an

illustrative example of SPNE construction.

2 Construction of SPNEs

Throughout the paper we consider a two-player Stackelberg game Γ, namely a sequential perfect-

information game developed as follows: the leader moves first and chooses an action uL in her

action set A, then the follower observes uL and chooses an action uF in his set of feasible actions

K(uL) which depends on the leader’s decision. After the moves, the leader receives the payoff

JL(uL, uF ) ∈ R and the follower receives the payoff JF (uL, uF ) ∈ R. Let UL and UF be subsets

of two Euclidean spaces RmL and RmF , respectively, and assume that A ⊆ UL, K(uL) ⊆ UF for

any uL ∈ A (i.e., K is a set-valued map from A to UF ) and the payoff functions JL and JF are

real-valued functions defined on UL × UF . To better emphasize the relevant features of the game,

Γ is also referred to as ⟨A,K, JL, JF ⟩.
A follower’s strategy is a function assigning to each action of the leader a feasible action for the

follower, so the set of follower’s strategies is

WA
K := {φ : A → UF | φ(uL) ∈ K(uL) for any uL ∈ A}. (1)

Supposing each player seeks to minimize its own payoff1, a subgame perfect Nash equilibrium ([53])

of Γ is a strategy profile (ūL, φ̄) ∈ A×WA
K that satisfies:

1In this paper, we chose to minimize intending the payoffs as costs, but obviously, the setting can be turned into

a maximization being max{f(·)} = −min{−f(·)}.
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(SG1) JF (uL, φ̄(uL)) ≤ JF (uL, uF ) for any uL ∈ A and uF ∈ K(uL)

(SG2) JL(ūL, φ̄(ūL)) ≤ JL(uL, φ̄(uL)) for any uL ∈ A.

In this framework, the follower’s best reply correspondence is the set-valued map defined on A by

B(uL) := argmin
uF∈K(uL)

JF (uL, uF )

=
{
uF ∈ K(uL) | JF (uL, uF ) = min

z∈K(uL)
JF (uL, z)

}
⊆ UF ,

(2)

which assigns to each action of the leader the set of the feasible optimal reactions of the follower.

In light of (2), the condition (SG1) is equivalent to φ̄(uL) ∈ B(uL) for any uL ∈ A.

Our general constructive method for SPNEs relies on a key-result concerning the asymptotic be-

havior of SPNEs of perturbed games. Let (Γn)n be a sequence of general perturbed two-player

Stackelberg games defined by

Γn := ⟨An,Kn, J
L
n , J

F
n ⟩ for any n ∈ N,

where An ⊆ UL, Kn : An ⇒ UF , JL
n and JF

n are real-valued functions defined on UL × UF and,

analogously to the notation in (1), the set of follower’s strategies in Γn is denoted with WAn
Kn

. Before

presenting such a key-result, it is worth to recall some notions of convergence for sets, functions

and set-valued maps and to state new ones that we will use in the sequel.

2.1 Preliminaries on notions of convergence

Preliminarily, we recall the definitions of limits of sets and convergence of set-valued maps in the

sense of Painlevé-Kuratowski.

According to [26, Ch. 2, §29] or [2, Sect. 1.1]:

• Lower limit. A point a ∈ RmL belongs to Liminfn→+∞An if there exists a sequence (an)n ⊆
RmL such that (an)n converges to a and an ∈ An for any n ∈ N;

• Upper limit. A point a ∈ RmL belongs to Limsupn→+∞An if there exists a sequence (ak)k ⊆
RmL such that (ak)k converges to a and ank

∈ Ank
for a subsequence (nk)k ⊆ N;

• Limit. If LiminfnAn = LimsupnAn = A, we write Limn→+∞An = A and we say that the

sequence (An)n converges to the set A.

Let (Gn)n be a sequence of set-valued maps with Gn : A ⇒ UF for any n ∈ N and G : A ⇒ UF .

According to [29, Sect. 2.2]:

• Lower convergence. The sequence (Gn)n lower converges to G if for any a ∈ A, any sequence

(an)n ⊆ A converging to a and any b ∈ UF , there exists a sequence (bn)n ⊆ UF converging

to b such that bn ∈ Gn(an) for n large (that is, G(a) ⊆ Liminfn Gn(an) for any a ∈ A and any

sequence (an)n ⊆ A converging to a);

• Upper convergence. The sequence (Gn)n upper converges to G if for any a ∈ A, any se-

quence (an)n ⊆ A converging to a and any sequence (bn)n ⊆ UF such that bnk
∈ Gnk

(ank
)

and that (bnk
)k converges to y for a subsequence (nk)k ⊆ N, we have b ∈ G(a) (that is,

Limsupn Gn(an) ⊆ G(a) for any a ∈ A and any sequence (an)n ⊆ A converging to a);
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• Convergence (in the sense of Painlevé-Kuratowski). The sequence (Gn)n converges to G if

Limsupn Gn(an) ⊆ G(a) ⊆ Liminfn Gn(an) (that is, Limn Gn(an) = G(a)) for any sequence

(an)n ⊆ A converging to a ∈ A.

Now we state a notion of convergence for set-valued maps with varying domain (as the case of the

follower’s constraints correspondence Kn in Γn) which can be seen as an “halfway” concept between

lower convergence and convergence (in the sense of Painlevé-Kuratowski). Recall that (Kn)n is a

sequence of set-valued maps with Kn : An ⇒ UF for any n ∈ N and that K : A ⇒ UF .

Definition 2.1 We say that the sequence (An,Kn)n inf-converges to (A,K) if

(a) LiminfnAn ⊆ A

(b) LiminfnKn(u
L
n) = K(uL), for any sequence (uLn)n converging to uL, with uLn ∈ An for any

n ∈ N.

If (An,Kn)n inf-converges to (A,K) and An = A for any n ∈ N, we simply say that (Kn)n inf-

converges to K.

Note that the concept of inf-convergence of (Kn)n to K is stronger than the lower convergence

and weaker than the convergence (in the sense of Painlevé-Kuratowski), as shown in the following

examples.

Example 2.1 Let Kn : R ⇒ R and K : R ⇒ R be defined by

Kn(u
L) =

{
[0, 1− 1/n], if uL ̸= 1

{1/n}, if uL = 1
and K(uL) =

{
[0, 1], if uL ̸= 1

{0}, if uL = 1.

The sequence Kn lower converges to K (since K(1) ⊆ [0, 1] = LiminfnKn(u
L
n) for any sequence (uLn)n

converging to 1), but Kn is not inf-convergent since LiminfnKn(1− 2/n) = [0, 1] ̸= {0} = K(1).

Example 2.2 Let Kn : R ⇒ R be defined for any n ∈ N by

Kn(u
L) =

{
[0, 1], if n even

[−1, 0], if n odd.

The sequence Kn inf-converges to the map defined on R by K(uL) = {0}, but Kn does not converges

to K as LimsupnKn(u
L) = [−1, 1] ⊈ {0} = K(uL) for any uL ∈ R.

Concerning the convergence of functions, let us first recall the definition of continuous conver-

gence (see, e.g., [26, Ch. 2, §20-VI]) for bivariate functions. Recall that (JL
n )n is a sequence of

real-valued functions defined on UL × UF for any n ∈ N.

• Continuous convergence. The sequence (JL
n )n continuously converges to the function JL : UL×

UF → R if limn→+∞ JL
n (u

L
n , u

F
n ) = JL(uL, uF ), for any sequence (uLn , u

F
n )n ⊆ UL × UF con-

verging to (uL, uF ) ∈ UL × UF .

Moreover, we present another convergence notion that we will use in the sequel.
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Definition 2.2 We say that the sequence (JL
n )n partially continuously converges to JL if

(a) for any (uL, uF ) ∈ UL × UF and any sequence (uLn , u
F
n )n ⊆ UL × UF converging to (uL, uF ),

we have lim infn→+∞ JL
n (u

L
n , u

F
n ) ≥ JL(uL, uF );

(b) for any (uL, uF ) ∈ UL × UF and any sequence (uFn )n ⊆ UF converging to uF , we have

lim supn→+∞ JL
n (u

L, uFn ) ≤ JL(uL, uF );

The partial continuous convergence involves the continuous convergence with respect to only

one variable. More precisely, given a sequence (uLn)n ⊆ UL converging to uL ∈ UL and defining hn
and h by hn(·) = JL

n (u
L
n , ·) and h(·) = JL(uL, ·), the partial continuous convergence of (JL

n )n to

JL implies that the sequence (hn)n continuously converges to h. However, the partial continuous

convergence is weaker than the continuous convergence of (JL
n )n to JL, as illustrated in the following

example.

Example 2.3 Let JL
n : R× R → R and JL : R× R → R be defined by

JL
n (u

L, uF ) =

{
nuLuF , if 0 < uL ≤ 1/n and uF > 0

0, otherwise
and JL(uL, uF ) = 0

One can show that the sequence (JL
n )n is partially continuously converges to JL, but there is not

continuously convergence as limn J
L
n (1/n, 1) = 1 ̸= 0 = JL(0, 1).

Note that the notion of partial continuous convergence is stronger than the convergence con-

ditions defined in [33, p. 97] for the approximation of Stackelberg problems with single-valued

follower’s best reply correspondence (see [33, Remarks 2.2 and 2.3] for examples and discussion on

connections with existing notions of convergence).

The notions of convergence considered in this section aim at achieving a compromise between

reasons of readability and of sufficient generality in order to prove all the results presented through-

out the paper. In fact, on the one hand, Definitions 2.1 and 2.2 involve conditions stronger than

the minimal ones used in the frameworks of approximation and stability for Stackelberg and bilevel

optimization problems (see, e.g., [33, 32, 31]). Nevertheless, on the other hand, such conditions

are not so demanding since they are generally weaker than usual continuity requirements and

accommodate many types of perturbation (as will be shown in Section 3).

2.2 Main result and constructive method

The following fundamental result shows the convergence assumptions on the data of the perturbed

Stackelberg games (Γn)n which allow to obtain an SPNE of the original game Γ and how such an

SPNE is actually generated from the “limit” of a sequence of SPNEs related to (Γn)n.

Theorem 2.1. Assume

(H) A ⊆ An for any n ∈ N, (An,Kn)n inf-converges to (A,K), (JL
n )n partially continuously con-

verges to JL and (JF
n )n continuously converges to JF .
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Let (ūLn , φ̄n) ∈ An ×WAn
Kn

be an SPNE of Γn for any n ∈ N.
If (ūLn , φ̄n(ū

L
n))n ⊆ UL × UF converges to (ūL, ūF ) and if (φ̄n(u

L))n ⊆ UF converges to φ̄(uL) for

any uL ∈ A, then the pair (ūL, φ̂) where

φ̂(uL) :=

{
φ̄(uL) if uL ̸= ūL

ūF , if uL = ūL,
(3)

is an SPNE of Γ.

Proof. Firstly note that φ̄n(u
L) is well-defined for any uL ∈ A (as A ⊆ An). Moreover, in light of

the inf-convergence of (An,Kn)n to (A,K) in Definition 2.1, we have ūL ∈ A, φ̄(uL) ∈ K(uL) for

any uL ∈ A and ūF ∈ K(ūL). Hence (ūL, φ̂) ∈ A×WA
K is a strategy profile in Γ. We need to prove

that (ūL, φ̂) satisfies (SG1) and (SG2). The proof is divided in three steps.

Step 1. Let uL ∈ A \ {ūL} and uF ∈ K(uL). By Definition 2.1(b), there exists a sequence

(ũFn )n converging to uF such that ũFn ∈ Kn(u
L) for any n ∈ N. Hence, in light of the continuous

convergence of (JF
n )n to JF and since (φ̄n(u

L))n converges to φ̄(uL) and φ̄n is an SPNE follower’s

strategy of Γn, we have

JF (uL, φ̂(uL)) = JF (uL, φ̄(uL)) = lim
n→+∞

JF
n (uL, φ̄n(u

L))

≤ lim
n→+∞

JF
n (uL, ũFn ) = JF (uL, uF ).

Step 2. Let uF ∈ K(ūL). In light of Definition 2.1(b), there exists a sequence (ũFn )n converging to

uF such that ũFn ∈ Kn(ū
L
n) for any n ∈ N. So, since (ūLn , φ̄n(ū

L
n))n converges to (ūL, ūF ), by the

same arguments of Step 1 it follows that

JF (ūL, φ̂(ūL)) = JF (ūL, ūF ) = lim
n→+∞

JF
n (ūLn , φ̄n(ū

L
n))

≤ lim
n→+∞

JF
n (ūLn , ũ

F
n ) = JF (ūL, uF ).

Therefore, steps 1 and 2 shows that condition (SG1) is satisfied.

Step 3. Let uL ∈ A \ {ūL}. By the convergence of (ūLn , φ̄n(ū
L
n))n and of (φ̄n(u

L))n to (ūL, ūF ) and

φ̄(uL), respectively, and the partial continuous convergence of (JL
n )n to JL (Definition 2.2), we get

JL(ūL, ūF ) ≤ lim inf
n→+∞

JL
n (ū

L
n , φ̄n(ū

L
n)) ≤ lim sup

n→+∞
JL
n (ū

L
n , φ̄n(ū

L
n))

≤ lim sup
n→+∞

JL
n (u

L, φ̄n(u
L)) ≤ JL(uL, φ̄(uL)),

where the third inequality holds in light of condition (SG2) applied to Γn observing that uL ∈ An

for any n ∈ N (as A ⊆ An for any n ∈ N). This is sufficient to prove that JL(ūL, φ̂(ūL)) ≤
JL(uL, φ̂(uL)) for any uL ∈ A (as φ̂(ūL) = ūF ). Therefore, condition (SG2) is satisfied.

In Theorem 2.1, the limit of the sequence (φ̄n(ū
L
n))n plays a crucial role for the definition of an

SPNE of Γ. More precisely, two situations can happen.

⋄ Case A: limn→+∞ φ̄n(ū
L
n) = φ̄(ūL). Then (ūL, φ̄) is an SPNE of Γ since φ̂ ≡ φ̄, where φ̂ is defined

in (3). We point out that such an equality is guaranteed (and so (ūL, φ̄) is an SPNE of Γ) if we

replace the assumption on convergence of (φ̄n(u
L))n to φ̄(uL) for any uL ∈ A with the stronger

condition
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(∗) for any sequence (uLn)n converging to uL ∈ A, with uLn ∈ An for any n ∈ N, we have

limn→+∞ φ̄n(u
L
n) = φ̄(uL).

Note that such an assumption is equivalent to the continuous convergence of (φ̄n)n to φ̄ when

An = A for any n ∈ N and it is satisfied when the follower’s best reply correspondences in Γ and

in each Γn are single-valued (see [33, Proposition 3.1]). However, (∗) can be a very demanding

requirement, since it may be not satisfied even under nice data of the game Γ and for nice types

of perturbations. One can refer to [37, Remark 3.1] for a first counterexample (where the action

sets are not perturbed and the Tikhonov regularization is used for the perturbation of just the

follower’s payoff function); see also [50] and [10, Remark 6] for further examples and discussion.

⋄ Case B: limn→+∞ φ̄n(ū
L
n) ̸= φ̄(ūL). Then (ūL, φ̄) is not necessarily an SPNE of Γ (see [11,

Example 3] and [10, Section 3.2] for examples and discussion). Instead, the pair (ūL, φ̂), where φ̂

and φ̄ differ at ūL, actually is an SPNE.

In summary, our key-result shows when and how a general sequence of SPNEs of perturbed

games produces an SPNE of the original game, where “when” means assuming the hypotheses

of Theorem 2.1 and “how” means taking into account the adjusted function φ̂. By considering

different kinds of perturbations, such a result paves the way to define a procedure for constructing

an SPNE in a two-player Stackelberg game. The procedure consists in:

1) choose a perturbation of the original game, possibly justified by specific players’ attitudes, such

that assumption (H) in Theorem 2.1 hold;

2) find an SPNE (ūLn , φ̄n) for each perturbed Stackelberg game Γn;

3) take the limit (ūL, φ̄) of the sequence (ūLn , φ̄n)n
(i.e., ūL is the limit of (ūLn)n and φ̄(uL) is the limit of (φ̄n(u

L))n for any uL ∈ A);

4) compute ūF := limn→+∞ φ̄n(ū
L
n) and

• if ūF = φ̄(ūL), then (ūL, φ̄) is an SPNE of Γ (Case A),

• if ūF ̸= φ̄(ūL), then replace the follower’s action φ̄(ūL) with ūF and get (ūL, φ̂) as an

SPNE of Γ (Case B).

In order to be effective and most desirable, such a procedure for finding an SPNE should satisfy three

key features: hypothesis (H) should hold for non-restrictive types of perturbations, the selected

SPNE should be characterized in terms of properties connected to the perturbation chosen (and/or

possibly related to players’ behavioral attitudes), and the SPNEs of the perturbed games should

not be hard to obtain. In the next section, we show a class of perturbations that accommodates

all the features just described and such that (H) is satisfied.

3 A suitable class of perturbed games

In this section, assume that the sets of feasible actions of both players correspond to the solution

sets of a finite number of inequalities, i.e.

A =

ml⋂
i=1

{uL ∈ UL | gi(uL) ≤ 0} and K(uL) =

mf⋂
j=1

{uF ∈ UF | hj(uL, uF ) ≤ 0} (4)
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where gi : U
L → R for any i ∈ {1, . . . ,ml} and hj : U

L × UF → R for any j ∈ {1, . . . ,mf}.
Let (ϵn, νn, αn, βn)n ⊆ Rml

+ ×Rmf

+ ×R+×R++ be a sequence converging to (0,0, 0, 0) and, for each

n ∈ N, consider the associate perturbed game Γn = ⟨An,Kn, J
L
n , J

F
n ⟩ defined by

An =

ml⋂
i=1

{uL ∈ UL | gi(uL)− ϵn,i ≤ 0},

Kn(u
L) =

mf⋂
j=1

{uF ∈ UF | hj(uL, uF )− νn,j ≤ 0},
(5)

JL
n (u

L, uF ) = JL(uL, uF ) + αnC
L(uL, uF )

JF
n (uL, uF ) = JF (uL, uF ) + βnC

F (uL, uF ),
(6)

where CL : UL × UF → R and CF : UL × UF → R.
The perturbation applied to the payoff functions of Γ, namely the definitions of JL

n and JF
n in (6),

includes various types of perturbation approaches used both in bilevel optimization and in game

theory frameworks, as for example:

• Tikhonov regularization: CL(uL, uF ) = ∥uL∥2 and CF (uL, uF ) = ∥uF ∥2. Refer to [3, 28] for

zero-sum differential games, [37, 17] for bilevel optimization problems, [50] for Stackelberg

games and [25, 14] for normal-form games.

• Entropic penalties: UL = [0, 1]mL , UF = [0, 1]mF , CL(uL, uF ) =
∑mL

i=1(u
L)i log (u

L)i and

CF (uL, uF ) =
∑mF

i=1(u
F )i log (u

F )i (setting t log t = 0 when t = 0). Refer to [13] for normal-

form games and [43] for Stackelberg games.

• Altruism: CL(uL, uF ) = JF (uL, uF ) and CF (uL, uF ) = JL(uL, uF ). Refer to [16, 15] for

normal-form games and [19] for bilevel optimization problems.

• Antagonism: CL(uL, uF ) = −JF (uL, uF ) and CF (uL, uF ) = −JL(uL, uF ). Refer to [48, 38]

for bilevel optimization problems.

Let (H) be the following set of assumptions on the original game Γ and on the perturbed games Γn:

(H1) UL is compact and gi is lower semicontinuous for any i ∈ {1, . . . ,ml};

(H2) UF is compact and convex, hj is continuous and hj(u
L, ·) is semistrictly quasiconvex2 (or,

following [44, Ch. 9], strictly quasiconvex) on UF for any uL ∈ UL and j ∈ {1, . . . ,mf};

(H3) for each uL ∈ UL there exists uF ∈ UF such that hj(u
L, uF ) < 0 for any j ∈ {1, . . . ,mf};

(H4) JL is lower semicontinuous and JL(uL, ·) is upper semicontinuous on UF for any uL ∈ UL;

(H5) JF is continuous and JF (uL, ·) is convex on UF for any uL ∈ UL;

(H6) CL is continuous;

2That is, hj(u
L, λz′ + (1 − λ)z′′ < max{hj(u

L, z′), hj(u
L, z′′)} for any λ ∈]0, 1[ and any z′, z′′ ∈ UF such that

hj(u
L, z′) ̸= hj(u

L, z′′); see, e.g., [9, Definition 2.3.1].
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(H7) CF is continuous and CF (uL, ·) is strictly convex on UF for any uL ∈ UL.

In the next result, we prove that under the set of assumptions (H) there exists an SPNE in

each perturbed Stackelberg game Γn and that the sequence (Γn)n satisfies the hypothesis (H). So,

by applying Theorem 2.1, we can generate an SPNE of Γ.

Proposition 3.1. Assume that (H) holds. Then

(i) for any n ∈ N, there exists an SPNE (v̄Ln , χ̄n) of Γn which satisfies

{χ̄n(u
L)} = argmin

uF∈Kn(uF )

JF
n (uL, uF ) and v̄Ln ∈ argmin

uL∈An

JL
n (u

L, χ̄n(u
L)); (7)

(ii) hypothesis (H) is satisfied;

(iii) if (v̄Ln , χ̄n(v̄
L
n ))n converges to (v̄L, v̄F ) and if (χ̄n(u

L))n converges to χ̄(uL) for any uL ∈ A,

then the strategy profile (v̄L, χ̂) where

χ̂(uL) :=

{
χ̄(uL), if uL ̸= v̄L

v̄F , if uL = v̄L

is an SPNE of Γ.

Proof. Firstly, assumptions (H1)-(H2) guarantee that the sets A and An are compact for any

n ∈ N, K(uL) is compact for any uL ∈ A, and Kn(u
L) is compact for any uL ∈ An and n ∈ N.

Moreover, (H2) implies also that hj(u
L, ·) is quasiconvex for any uL ∈ UL and j ∈ {1, . . . ,mf}

(see, for example, [9, Theorem 2.3.2]), so K and Kn are convex-valued for any n ∈ N. Furthermore,

assumption (H5) ensures that the follower’s best reply correspondence B defined in (2) has compact

and convex values.

Proof of (i). Fix n ∈ N. The follower’s reaction χ̄n(u
L) in (7) is well-defined for any uL ∈ UL as,

by assumptions (H5) and (H7), the function JF
n (uL, ·) is continuous and strictly convex over the

compact and convex set Kn(u
L). Moreover, in light of the continuity of JF

n and assumptions (H2)-

(H3), the set-valued map uL 7→ argminuF∈Kn(uL) J
F
n (uL, uF ) is closed by Proposition 2.1 in [31]

and, being UF compact, it is upper semicontinuous (see, e.g., [2, Proposition 1.4.8]). Furthermore,

since argminuF∈Kn(uL) J
F
n (uL, uF ) = {χ̄n(u

L)}, we have that χ̄n is a continuous function. Hence,

by assumptions (H4) and (H6), the function JL
n (·, χ̄n(·)) is lower semicontinuous over the compact

set An, and so v̄Ln in (7) is well-defined. Then, (v̄Ln , φ̄n) is an SPNE of Γn by definition.

Proof of (ii). Clearly, A ⊆ An for any n ∈ N by (4)-(5) and since ϵn ∈ Rml
+ .

Let us prove that (An,Kn)n inf-converges to (A,K). Picking uL ∈ LiminfnAn, there exists a

sequence (uLn)n converging to uL with uLn ∈ An for any n ∈ N (by definition of lower limit). So

gi(u
L
n) ≤ ϵn,i for any i ∈ {1, . . . ,ml} and any n ∈ N and, in light of assumptions (H1), we have

gi(u
L) ≤ lim infn gi(u

L
n) ≤ 0 for any i ∈ {1, . . . ,ml}; hence uL ∈ A and Definition 2.1(a) holds.

From assumptions (H2),(H3) and by applying Propositions 3.3.2 and 3.3.3 in [29], we get that

Definition 2.1(b) is also satisfied.

Assumptions (H4) and (H6) guarantee that (JL
n )n partially continuously converges to JL. In fact,
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on the one hand, taking a sequence (uLn , u
F
n )n ⊆ UL × UF converging to (uL, uF ), since (αn)n

converges to 0, JL is lower semicontinuous and CL is continuous we have lim infn J
L
n (u

L
n , u

F
n ) =

lim infn J
L(uLn , u

F
n ) + limn αnC

L(uLn , u
F
n ) = lim infn J

L(uLn , u
F
n ) ≥ JL(uL, uF ). So Definition 2.2(a)

is satisfied. On the other hand, by arguing as above and using the upper semicontinuity of JL(uL, ·),
also Definition 2.2(b) holds.

In light of assumptions (H5),(H7) and by exploiting analogous arguments, one can show that (JF
n )n

continuously converges to JF .

Proof of (iii). It follows immediately by Theorem 2.1.

If the set of follower’s feasible actions is not perturbed (that is, Γn = ⟨An,K, JL
n , J

F
n ⟩), we can

even prove the convergence of sequence (χ̄n(u
L))n and we can provide a (partial) characterization

of the SPNE of Γ in terms of the payoffs’ perturbation.

Proposition 3.2. Assume that (H) holds and that νn = 0 for any n ∈ N.
Recall that (v̄Ln , χ̄n)n is the sequence of SPNEs of Γn defined in (7). Then

(i) the sequence (χ̄n(u
L))n converges to χ̄(uL) for any uL ∈ A, where χ̄(uL) is defined by

{χ̄(uL)} := argmin
uF∈B(uL)

CF (uL, uF ), (8)

and B is the follower’s best reply correspondence, as defined in (2).

(ii) Proposition 3.1(iii) turns into:

if (v̄Ln , χ̄n(v̄
L
n ))n converges to (v̄L, v̄F ), then the strategy profile (v̄L, χ̂) where

{χ̂(uL)} :=

{
argminuF∈B(uL)C

F (uL, uF ), if uL ̸= v̄L

{v̄F }, if uL = v̄L

is an SPNE of Γ.

Proof. Note preliminarily that, since νn = 0, then Kn ≡ K for any n ∈ N and the sequence (v̄Ln , χ̄n)n
in (7) is rewritten as

{χ̄n(u
L)} = argmin

uF∈K(uF )

JF
n (uL, uF ) and v̄Ln ∈ argmin

uL∈An

JL
n (u

L, χ̄n(u
L)). (9)

Proof of (i). The convergence of the sequence (χ̄n(u
L))n toward χ̄(uL) defined in (8) follows by

generalizing the proofs of well-known results on the convergence of the Tikhonov regularization

(see, for example, [21, Theorem 44]); for the sake of completeness, we provide a direct proof.

Fix uL ∈ A. Firstly, by assumption (H7) and since the set-valued map B has compact and convex

values, the function CF (uL, ·) has a unique minimizer over B(uL). So χ̄(uL) defined in (8) is well-

defined. Consider a subsequence (χ̄nk
(uL))k of (χ̄n(u

L))n converging to ũF ∈ UF , whose existence

is guaranteed by the compactness of UF . Since K has compact values, in particular ũF ∈ K(uL). On

the one hand, in light of the continuous convergence of (JF
n )n towards JF (see Proposition 3.1(ii)),

the definition of χ̄n(u
L) in (9) and being limn βn = 0, we get

JF (uL, ũF ) = lim
k→+∞

JF
nk
(uL, χ̄nk

(uL)) ≤ lim
k→+∞

JF
nk
(uL, uF ) = JF (uL, uF ),
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for any uF ∈ UF . So ũF ∈ B(uL) and the definition of χ̄ implies that

CF (uL, ũF ) ≥ CF (uL, χ̄(uL)). (10)

On the other hand, for any k ∈ N we have

JF (uL, χ̄nk
(uL)) + βnk

CF (uL, χ̄nk
(uL)) = JF

nk
(uL, χ̄nk

(uL))

≤ JF
nk
(uL, χ̄(uL)) = JF (uL, χ̄(uL)) + βnk

CF (uL, χ̄(uL))

≤ JF (uL, χ̄nk
(uL)) + βnk

CF (uL, χ̄(uL)),

where the inequalities follows by the definition of χ̄nk
and χ̄. Since (βn)n ⊆ R++, then CF (uL, χ̄nk

(uL)) ≤
CF (uL, χ̄(uL)) which implies, taking the limit as k goes to +∞,

CF (uL, ũF ) ≤ CF (uL, χ̄(uL)). (11)

In light of inequalities (10)-(11), then CF (uL, ũF ) = CF (uL, χ̄(uL)). So, reminding that χ̄(uL) is

the unique minimizer of CF (uL, ·) over B(uL) (see (8) and the first part of the proof), it follows

that ũF = χ̄(uL). Since this holds for any convergent subsequence of (χ̄n(u
L))n in the compact set

UF , then limn→+∞ χ̄n(u
L) = χ̄(uL).

Proof of (ii). It follows by Proposition 3.2(i) and Proposition 3.1(iii).

Remark 3.1 Propositions 3.1 and 3.2 still hold if we assume continuity-like hypotheses weaker

than (H1)-(H2), and if we consider perturbed action sets (in Proposition 3.1) defined by the solu-

tions of more general inequalities, instead of the specific ones in (5). We preferred to not state the

minimal assumptions for the sake of readability; see [29, Proposition 3.3.1] for the detailed condi-

tions. Furthermore, we point out that the strict convexity in assumption (H7) can be weakened

by inserting an additional quadratic term à la Tikhonov in the definition of JF
n . More precisely, if

we define JF
n (uL, uF ) = JF (uL, uF ) + βn[C

F (uL, uF ) + ∥uF ∥2] and assume CF (uL, ·) just convex,
results analogous to Propositions 3.1 and 3.2 can be shown.

We highlight that the way to construct an SPNE shown in Propositions 3.1 and 3.2, starting

from the sequence of perturbed games (Γn)n defined by (5)-(6), has two relevant characteristics.

First, the follower’s best reply correspondence of Γn is shown to be single-valued for any n ∈ N (see

Proposition 3.1(i)), so the SPNE of each perturbed game can be easier to find (since it is unique

from the follower’s side) and the method bypasses the hard-to-control possible non-uniqueness of

the follower’s optimal reaction of the original game. Moreover, the follower’s strategy in the selected

SPNE is characterized in terms of the perturbation chosen (at least when the perturbation does

not affect the players’ action sets, see Proposition 3.2(ii)).

4 Concluding discussion and illustrative example

The choice of specific perturbations in the constructive procedure for SPNEs can lead to specific

SPNE selections embodying behavioral interpretations. For example, focusing on the class defined

in Section 3 and on the perturbation terms CL and CF in (6), we have:
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• If CL(uL, uF ) = ∥uL∥2 and CF (uL, uF ) = ∥uF ∥2, then these functions represent penalty

terms that have a greater impact on the payoffs as the size of the player’s decision variable

increases and they can be interpreted as a punishment for pollution or a cost for high con-

sumption levels. This explicitly affects the SPNE selected according to Proposition 3.2(ii),

as argminuF∈B(uL)C
F (uL, uF ) = argminuF∈B(uL)∥uF ∥ and so the follower would choose the

minimum norm element in the set of his optimal reaction at least for all uL ̸= v̄L (see [50] for

the specific analysis of this Tikhonov-perturbed-approach when the perturbation involves the

follower’s payoff function only and also for the case of Stackelberg games with two followers).

• If UL = [0, 1]mL , UF = [0, 1]mF , CL(uL, uF ) =
∑mL

i=1(u
L)i log (u

L)i and CF (uL, uF ) =∑mF
i=1(u

F )i log (u
F )i, then we can interpret the game as affected by an entropic perturba-

tion that measures the levels of uncertainty or disorder concerning the players. In this case,

in the SPNE selected via Proposition 3.2(ii), the follower would choose (for uL ̸= v̄L) the

action that has the maximal entropy in the set of his optimal reactions (see [43] for the inves-

tigation on perturbations of the follower’s payoff function via the Shannon entropy in mixed

extension of finite-action Stackelberg games with one and two followers).

• If CL(uL, uF ) = JF (uL, uF ) and CF (uL, uF ) = JL(uL, uF ), an idea of altruistic behavior can

be understood by looking at (6)-(7), since both the leader and the follower make a compromise

between minimizing their original payoff functions and slightly minimizing the payoff function

of the other player (see [16], where a refinement concept of the Nash equilibrium based on

this kind of slightly altruistic behavior has been introduced in normal-form games). The

altruistic attitude of the follower can be observed also in the SPNE constructed according to

Proposition 3.2(ii), as {χ̄(uL)} = argminuF∈B(uL) J
L(uL, uF ); so the follower would choose

the best action for the leader among his optimal reactions (at least for uL ̸= v̄L).

• Contrary to the previous case, if CL(uL, uF ) = −JF (uL, uF ) and CF (uL, uF ) = −JL(uL, uF ),

then (6)-(7) emphasize a sort of antagonistic attitude of the leader with respect to the follower

and the other way round. In particular, the antagonistic feeling of the follower appears also

in the SPNE found via Proposition 3.2(ii), since {χ̄(uL)} = argminuF∈B(uL){−JL(uL, uF )}.

Furthermore, we point out that the procedure to find an SPNE illustrated in Section 2.2 can

accommodate also perturbations non-belonging to the class defined in Section 3. For example, the

perturbation of the payoff functions relying on the proximal point method ([46, 52]) proposed in

[11] satisfies the assumptions of Theorem 2.1, even if it does not fall into (6). Moreover, the SPNE

constructed via such an approach has a behavioral interpretation connected to the willingness of

the players to be close to their past decisions (and the dislike to pay the costs for moving from

their current actions). We refer to [11] for the investigation on a learning method to select SPNEs

in Stackelberg games motivated by adverse-to-move behaviors and to [1, 22] for discussion on

worthwhile-to-move dynamics, costs-of-change and proximal algorithms.

Examples on the construction of an SPNE in Stackelberg games via perturbations of the payoff

functions based on the Tikhonov regularization, the Shannon entropy and motivated by adverse-

to-move behavior can be found in [50], [43] and [11], respectively. In such examples, the players’

action sets are not perturbed, the follower’s action set does not depend on the leader’s decisions

and the Case B of Section 2.2 occurs.
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To complete the picture, we conclude the paper by showing an example of application of our general

constructive procedure where the Case A of Section 2.2 appears, the sets of feasible actions of both

players are perturbed, the follower’s feasible action set depends on the leader’s choices and the

follower’s payoff function is perturbed according to a slightly altruistic behavior (a perturbation

not considered in the previous works). The perturbed games belong to the class defined in Section 3.

Example 4.1 Let UL = UF = [−2, 2] and Γ = ⟨A,K, JL, JF ⟩ be the game where

A =

[
−1

2
,
1

2

]
, K(uL) =

[
−1 + |uL|, 1− |uL|

]
JL(uL, uF ) = −(uL)2 + (uF )2, JF (uL, uF ) = −uLuF .

The sets A and K(uL) are representable as in (4) (with ml = mf = 2, g1(u
L) = −uL − 1

2 ,

g2(u
L) = uL − 1

2 , h1(u
L, uF ) = |uL| − 1 − uF and h2(u

L, uF ) = |uL| − 1 + uF ) and assumptions

(H1)-(H5) are satisfied. Note that K(uL) is well-defined (as −1 + |uL| ≤ 1 − |uL| if and only if

uL ∈ [−1, 1] ⊇ A).

The follower’s best reply correspondence B is not single-valued and it is defined on
[
−1

2 ,
1
2

]
by

B(uL) =


{−1− uL}, if uL ∈

[
−1

2 , 0
[

[−1, 1], if uL = 0

{1− uL}, if uL ∈
]
0, 12

]
.

For any n ∈ N, we consider the perturbed game Γn = ⟨An,Kn, J
L
n , J

F
n ⟩, where

An =

[
−1

2
,
1

2
+

1

n

]
, Kn(u

L) =

[
−1 + |uL| − 1

n
, 1− |uL|+ 1

n

]
JL
n (u

L, uF ) = −(uL)2 + (uF )2, JF
n (uL, uF ) = −uLuF +

1

2n

[
−(uL)2 + (uF )2

]
.

So Γn fits (5)-(6) (with ϵn,1 = 0, ϵn,2 = 1
n , νn,1 = νn,2 = 1

n , αn = 0, βn = 1
2n , CL ≡ 0 and

CF (uL, uF ) = −(uL)2 + (uF )2) and assumptions (H6)-(H7) are satisfied. Note that Kn(u
L) is

well-defined (since −1 + |uL| − 1
n ≤ 1− |uL|+ 1

n if and only if uL ∈
[
−1− 1

n , 1 +
1
n

]
⊇ An).

The follower’s optimal reaction in each perturbed game is unique and, moreover, Γn has a unique

SPNE, that is the strategy profile (v̄Ln , χ̄n) defined by

v̄Ln =
1

2
+

1

n
and χ̄n(u

L) =


−1− uL − 1

n , if uL ∈
[
−1

2 ,−
1
n

[
nuL, if uL ∈

[
− 1

n ,
1
n

]
1− uL + 1

n , if uL ∈
]
1
n ,

1
2 + 1

n

]
,

for n sufficiently large, in line with Proposition 3.1(i).

Both the sequence of action profiles (v̄Ln , χ̄n(v̄
L
n ))n and the sequence of actions (χ̄n(u

L))n (for any

uL ∈ A) are convergent. Denoting by (v̄L, v̄F ) and by χ̄(uL) the respective limits, we have

(v̄L, v̄F ) =

(
1

2
,
1

2

)
and χ̄(uL) =


−1− uL, if uL ∈

[
−1

2 , 0
[

0, if uL = 0

1− uL, if uL ∈
]
0, 12

]
.
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Being limn→+∞ χ̄n(v̄
L
n ) = χ̄(v̄L), we fall into Case A of Section 2.2, so the SPNE of Γ obtained

according to Proposition 3.1(iii) is the strategy profile (v̄L, χ̂) defined by

v̄L =
1

2
and χ̂(uL) = χ̄(uL)

The perturbation term CF (uL, uF ) = −(uL)2+(uF )2 = JL(uL, uF ) in the follower’s payoff function

JF
n of the perturbed game Γn leads to think that the follower has an altruistic attitude with respect

to the leader (as discussed at the beginning of the section). Such a behavior actually appears in

the SPNE selected. In fact, focusing on the point where the follower’s best reply correspondence

B is not single-valued, we have {χ̂(0)} = argminuF∈B(0) J
L(0, uF ), hence the follower would choose

the best action for the leader among his optimal reactions.

Finally, note that the game Γ has infinitely many SPNEs: in particular each pair (ūL, φ̄ρ) where

ūL ∈
{
−1

2
,
1

2

}
and φ̄ρ(u

L) =


−1− uL, if uL ∈

[
−1

2 , 0
[

ρ, if uL = 0

1− uL, if uL ∈
]
0, 12

]
.

at varying ρ ∈ [0, 1], is an SPNE of Γ, among which the one selected by our procedure is (12 , φ̄0).
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196. doi: 10.1007/978-3-0348-9297-1_13.

[35] P. Loridan and J. Morgan. “ϵ-Regularized two-level optimization problems: approximation and exis-

tence results”. In: Optimization: Proceedings of the Fifth French-German Conference Held in Castel-

Novel (Varetz), France, Oct. 3–8, 1988. Ed. by S. Dolecki. Berlin, Heidelberg: Springer Berlin Heidel-

berg, 1989, pp. 99–113. doi: 10.1007/BFb0083589.

[36] P. Loridan and J. Morgan. “New results on approximate solution in two-level optimization”. In:

Optimization 20.6 (1989), pp. 819–836. doi: 10.1080/02331938908843503.

[37] P. Loridan and J. Morgan. “Regularizations for two-level optimization problems”. In: Advances in

Optimization. Ed. by W. Oettli and D. Pallaschke. Berlin, Heidelberg: Springer Berlin Heidelberg,

1992, pp. 239–255.

[38] P. Loridan and J. Morgan. “Weak via strong Stackelberg problem: new results”. In: J. Glob. Optim.

(1996), pp. 263–287. doi: 10.1007/BF00121269.

[39] R. Lucchetti, F. Mignanego, and G. Pieri. “Existence theorems of equilibrium points in Stackelberg”.

In: Optimization 18 (1987), pp. 857–866. doi: 10.1080/02331938708843300.

[40] L. Mallozzi and J. Morgan. “Hierarchical systems with weighted reaction set”. In: Nonlinear Opti-

mization and Applications. Ed. by G. Di Pillo and F. Giannessi. Boston, MA: Springer US, 1996,

pp. 271–282. doi: 10.1007/978-1-4899-0289-4_19.

[41] L. Mallozzi and J. Morgan. “Oligopolistic markets with leadership and demand functions possibly

discontinuous”. In: J. Optim. Theory Appl. 125 (2005), pp. 393–407. doi: 10.1007/s10957-004-

1856-6.

[42] L. Mallozzi and J. Morgan. “Problema di Stackelberg con risposte pesate”. In: Atti del XIX Convegno

AMASES (1995), pp. 416–425.

[43] L. Mallozzi and P. M. Pardalos. “Entropic regularization in hierarchical games”. In: Operations Re-

search Forum 3 (2022). doi: 10.1007/s43069-022-00130-2.

[44] O. L. Mangasarian. Nonlinear programming. Society for Industrial and Applied Mathematics, 1994.

doi: 10.1137/1.9781611971255.

[45] P. Marcotte and G. Savard. “A note on the Pareto optimality of solutions to the linear bilevel

programming problem”. In: Comput. & Oper. Res. 18 (1991), pp. 355–359. doi: 10.1016/0305-

0548(91)90096-A.
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