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1 Introduction

Reference-dependent preferences are widely used in economics. They rationalize many behav-

iors observed in the data by introducing a reference point in the individuals’ utility around which

marginal utility changes. Reference-dependent preferences have been used to explain consumer

choice (Kőszegi and Rabin, 2006), the housing market (Genesove and Mayer, 2001), the stock mar-

ket (Barberis, Huang, and Thaler, 2006), and electoral competition (Panunzi, Pavoni, and Tabellini,

2020). Camerer et al. (1997) propose a model with income targeting to explain the labor supply

choices of taxi drivers in New York City. The idea is that drivers quit working upon reaching a

target level of earnings, their reference point. In a different application, DellaVigna et al. (2017)

propose a job search model with reference-dependent preferences, where the recent income level

of unemployed individuals is the reference point. Search effort of newly unemployed individuals

increases in anticipation of a cut in the level of unemployment benefits and, conditional on being

unemployed, the effort in job search decreases again after a few periods. This behavior is consistent

with reference-dependent preferences with a dynamic reference point.

Despite its importance for understanding economic behavior, much remains unknown about

the nature of the reference point itself. As the reference point is a latent state, it is not directly

observed. Empirical research with field data often posits a particular form for the reference point,

such as a backward-looking average of past income (e.g., DellaVigna et al. 2017), or a forward-

looking expectation of future income (e.g., Kőszegi and Rabin 2006, Thakral and Tô 2021). More

direct evidence on the nature and evolution of the reference point comes from laboratory studies,

many of which ask participants to make a sequence of choices between binary lotteries. Questions

studied in the recent literature include the role of forward-looking expectations vs. backward-

looking experiences (Heffetz and List 2014, Gneezy et al. 2017), whether the reference point adjusts

asymmetrically to positive vs. negative shocks (Arkes et al. 2008, Arkes et al. 2010), and whether

changes to the reference point are persistent or transitory (Thakral and Tô 2021).

In this paper, I estimate the evolution of reference points using a dynamic discrete choice model

with the reference point as a latent variable using only observational data. I apply the model to the

labor supply decision of NYC taxi drivers. Formulating the reference point as a state variable in

a dynamic choice model allows one to capture the possibility of it being dynamic and study its

evolution through the transition matrix of states, which lies at the core of dynamic choice models. I

provide a flexible specification of the transition matrix for the unobservable state that allows me to
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study the formation process of the reference point. I also allow the evolution of the reference point

to differ across individuals, thus permitting the study of individual heterogeneity in the formation

and evolution of the reference point.

I ground my analysis in recent developments in the identification and estimation of dynamic

discrete choice models with persistent unobserved heterogeneity. Hu and Shum (2012) and Con-

nault (2016) provide non-parametric identification results of models related to the structural model

I present in this paper. Connault (2016) presents a generic identification result for a set of models,

called hidden Rust models, where observed state variables and unobserved state variables follow a

joint Markov process. The model I use in this paper is a special case of hidden Rust models.

I apply the approach to the daily labor supply decisions of NYC taxi drivers. Following the

literature1, I use a dynamic optimal stopping model applied to an agent with reference-dependent

preferences. The reference point enters the utility affecting both the level of utility and the marginal

utility of income before and after reaching the reference point. My main analysis uses the specifi-

cation of the utility function from Farber (2015), but I also consider one from Farber (2008) in an

extension. The daily labor supply model assumes that each day is identical to the previous one. 2

The observable state variables are the cumulative hours worked and the cumulative income earned

within each day. The reference point is introduced as a latent state variable, observable by the agent

but not the econometrician. I flexibly parametrize the transition matrix of the unobservable state

variable to draw conclusions on its formation process.

Persistent unobserved heterogeneity implies a correlation over time of the unobserved compo-

nent. Therefore, each evaluation of the likelihood function involves computing multidimensional

integrals to integrate out the contribution of the unobserved component. The dimension of the

integral grows with the number of time periods and with the number of possible values of the un-

observed state. I make computation feasible by adopting particle filtering (e.g., Blevins 2016) and

related methods. I adopt a Bayesian framework to estimate the model, which, as shown by Andrieu,

Doucet, and Holenstein (2010) and Flury and Shephard (2011), allows me to do likelihood-based

inference using simulations.

The data for the application is trip-level data provided by the NYC Taxi and Limousine. I have

access to all the anonymized trip sheets of 2013 for all NYC taxi drivers. Although anonymized,

I can follow the drivers throughout the year and study their daily labor supply decisions. The
1See Buchholz, Shum, and Xu (2018),Thakral and Tô (2021)
2For a discussion of this assumption see Camerer et al. (1997) and Thakral and Tô (2021).
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variables I use are the fare earned at the end of each trip by the driver and the start and end times

of each trip. This data allows me to properly define the shifts and construct the relevant observable

state variables within each shift.

The estimated transition matrix allows me to tackle the open questions in the literature men-

tioned above, distinguish between behavioral models, and gain insight into the formation and evo-

lution of reference points. To do this, I use a method similar to impulse response functions by

first simulating the average path of observable state variables and of the reference point given the

estimated structural parameters. I then introduce a shock in the observable state variables and study

the effect on the reference point. I find that the reference point depends on its past values and the

current values of the observable components. Shocks to the reference point are fairly transitory, in

line with the findings of Thakral and Tô (2021). Furthermore, the reference point adjusts asym-

metrically to positive and negative shocks to the observable state variables, reacting much more

prominently to positive shocks than negative ones. The asymmetry in responses to shocks is in

line with the findings of Arkes et al. (2008) and Arkes et al. (2010) from surveys and incentivized

choices in the laboratory. I also find that rational expectations drive a significant portion, but not

all, of the variation of reference points in this setting. This finding corroborates the experimen-

tal literature on expectation-based reference-dependent preferences that test the theories developed

following the seminal paper of Kőszegi and Rabin (2006)while highlighting that rational expec-

tations do not fully explain the observed behavior. In the last part of the paper, I discuss some

implications of my results for welfare analysis by considering the introduction of a minimum wage

for taxi drivers, such as the one considered for gig economy workers in many countries.3

This paper contributes to the literature on reference-dependent preference by providing tools to

tackle some of the questions raised by O’Donoghue and Sprenger (2018). I contribute a methodol-

ogy to derive the reference point directly from observational data that allows for a flexible specifi-

cation of the reference point and its formation process and a portable estimation framework. Being

able to derive the drivers and the evolution path of the reference point directly from observational

data is a novel approach with respect to the experimental strategy taken by most of the literature.

Baillon, Bleichrodt, and Spinu (2020), for example, recover which reference point agents use in

decisions under risk by using an experimental design with subjects choosing between lotteries and

fixing six different possible rules the reference point must follow. Baucells, Weber, and Welfens

(2011) use experiments in financial context to understand the formation of reference points over
3See, for example, this LA Times article
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time. They then parametrically characterize the reference point as a weighted average and show

that reference points are not recursive. In contrast to these studies, which test prespecified theories

of reference point formation using experimentally generated data, I estimate a flexible model of the

reference point as a latent variable using observational data. My approach permits testing a wide

range of theories about the reference point based on a single set of estimates and could be applied

in observational settings other than the one I study.

This work takes a different stance with respect to Buchholz, Shum, and Xu (2018) to the prob-

lem of estimating the daily labor supply of NYC taxi drivers. I explicitly model the reference point

as an unobserved state variable and draw conclusions from its transition matrix. Buchholz, Shum,

and Xu (2018) consider a utility function that depends on the income earned and hours worked but

do not model the unobserved component. They instead estimate the model semi-parametrically and

conclude that both neoclassical and behavioral wage responses are present in the data. I estimate

the model at an individual level I also find that some individuals are heavily influenced by the ref-

erence point while others are not. Gentry and Pesendorfer (2018) consider a dynamic framework

with price reference with an unobserved binary state variable, the interpretation of the unobserved

state variable is whether the consumer is attentive, i.e., actively shopping for the product category

or not. Though related, these analyses do not coincide with the model considered in this paper as

the reference point is not explicitly modeled and analyzed.

The paper also contributes to the growing literature on gig economy workers, such as Jackson

(2019) and Chen et al. (2019), by exploring a key determinant of their labor supply decisions

and providing insights on how to account for possible reference-dependent preferences I provide a

welfare analysis of introducing a minimum hourly wage and provide considerations along the lines

of the recent work on welfare analysis with reference-dependent preferences by Reck and Seibold

(2021).

The paper is structured as follows. Section 2 introduces the dynamic discrete choice model

with a latent state. Section 3 provides information on the institutional context and describes the

data. Section 4 provides the details underlying the estimation. Section 5 presents the results and

implications of the estimated model. Section 6 concludes.
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2 Structural model

Consider an infinite horizon dynamic discrete choice model. In its most general formulation, we

can set up the agent’s problem in the following way

V (st ,xt ,et) = max
at

E
"

•

Â
j=0

b ju
�
s j+t ,x j+te j+t ,a j+t

�
|st ,xt ,et ,at

#

where V is the agent’s lifetime utility from time t onwards, a is the control variables, i.e. the

actions taken by the agent, while sand x are the state variables of the problem. The state variable s

is observable both by the agent and the econometrician, while x is a state variable that is observed

by the agent but not the econometrician. Finally, e is an unobservables that is observed by the agent

and not by the econometrician but its realizations are independent over time. In this paper I assume

that a is a binary variable taking values at 2 {0,1}. Both st and xt are discrete random variables

taking values in S and X respectively.

Similarly to Rust’s (1987) setup, the utility function of each agent i at each time t is

u(st ,xt ,et ,at) =

8
><

>:

u1 (st ,xt)+ e1t at = 1

e0t at = 0

where e0 and e1 enter the utility function additively, are iid over time and between choices, and are

distributed with type I extreme value distributions.

The state variables s and x follow a joint Markov process. Formally,

Pr(st ,xt |s1:t�1,x1:t�1,a1:t�1,e1:t�1) = Pr(st ,xt |st�1,xt�1,at�1)4.

With some very mild assumptions (see Bhattacharya and Majumdar, 1989; Rust, 1994) we can

rewrite the problem in a recursive formulation

va (s,x,e) = u(s,x,e,a)+bE
⇥
V
�
s0,x0,e 0

�
|s,x,e,a

⇤

V (s,x,e)=max
a

{va}

.

The assumptions made so far on the support of the state variables and the utility function allow

4For any variable y I denote with y1:t all the realizations of y from period 1 to period t, equivalently y1:t =
�

y j
 t

j=1.
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me to rewrite the problem even more conveniently using the following Bellman equation

va (s,x,e) = u(s,x,e,a)+b Â
s0,x0

"
logÂ

a0
eva0(s

0,x0)

#
q
�
s0,x0|s,x,a

�

Notice that if both s and x were observable, the model would mirror the assumptions and setup

of Rust (1987).

I also impose some additional structure on the joint Markov process of the observed and un-

observed state variables. I assume limited feedback between the observed state variables s and the

unobserved state variables x. Formally

Pr(st ,xt |st�1,xt�1,at�1) = Pr(xt |st ,xt�1,at�1)Pr(st |st�1,at�1)

which implies that the unobserved state variable can only have an effect on the observed state

variable through the choice variable in the previous period. In contrast, the observable state variable

can have a contemporaneous effect on the unobserved state variable. Figure 1 the dependence

structure of this model graphically.

If at�1 = 1 then the values of both the observed and unobserved state variables

are deterministically determined in period t. Both state variables return to their ini-

tial value which formally means Pr(st = 1|at�1 = 1,st�1 = k) = Pr(st = 1|at�1 = 1) = 1 and

Pr(xt = 1|at�1 = 1,xt�1 = q,st = j) = Pr(xt = 1|at�1 = 1) = 1. If instead at�1 = 0 then we can

denote the transition probability from observed states k to observed state j with q S
jk and the transi-

tion probability between unobserved states q and the unobserved state m given the observed state j

with q X
mq j. Formally

Pr(st = j|st�1 = k,at�1 = 0) = q S
jk (1)

Pr(xt = m|at�1 = 0,xt�1 = q,st = j) = q X
mq j (2)

To simplify the estimation and reduce the computational burden, I impose some parametric

assumptions on q X
mq j while maintaining a large degree of flexibility. In particular

Therefore, we can introduce some parametric simplifications that ease the identification require-

ments and reduce the computational requirements while maintaining a large degree of flexibility.
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A parametric specification can sometimes also provide some economic intuition of the underlying

mechanism on the determinants of the transition probabilities between unobservable states. I model

the evolution of the unobserved state variable as a multinomial choice made by Nature, where the

choice probabilities of xt depend on xt�1 and st .

Pr(xt ,st |xt�1,st�1,at�1 = 0)

= Pr(xt |st ,xt�1,st�1,at�1 = 0)Pr(st |xt�1,st�1,at�1 = 0)

= Pr(xt |st ,xt�1,at�1 = 0)Pr(st |st�1,at�1 = 0)

=
exp(h(xt ,xt�1,st))

Âx0 exp(h(x0t ,xt�1,st))
Pr(st |st�1,at�1 = 0) (3)

Notice that q S
jk is left to be non-parametrically identified directly from the data. The exact

specification of h(xt ,xt�1,st) is presented in Section 2.1.

2.1 A model of reference-dependent daily labor supply

I now adapt the general model specified above to reference-dependent preferences. I also introduce

some details and assumptions that are more pertinent to the application of this paper, where I

estimate the evolution of a reference point underlying the daily labor supply decisions of NYC taxi

drivers. The assumptions and details specific to the application considered in this paper can be

easily adapted to other contexts of interest to the reader.

Let us start by defining what a day is, which is more precisely called a shift in the case of NYC

taxi drivers. The agents work in shifts; each shift is composed of several trips. Each observation

corresponds to a trip. A shift is then defined by consecutive periods in which at = 0 and the last trip

of the shift has at = 1, we can think of at = 1 as the decision to end the shift. I define the nth shift

as the set of observations t (n) =
n

t : Ât
j=1 a j = n

o
. Consider then a generic variable y, denote by

yt the value of y at time t and denote with a capital letter Yt the cumulative value of y up to time t

from the beginning shift t of which tis part of.5. Unless otherwise noted, I will assume that Y0 = 0

for any variable y.

I follow Farber (2015) in defining the utility function. The observable states are composed of

three main components: the cumulative income earned, the cumulative hours worked, and other

observables the econometrician may want to include in the model, such as weather or indicator
5Formally Yt = Ât

j=0 y j �Ât
j=t 0 y j = Ât

j=t 0+1 y j with t 0 = max{l|al = 1, l < t} , where at = 1 signals the end of a
shift.
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variables for rush hour traffic zt . The cumulative income earned and hours worked, denoted re-

spectively, Wt and Ht , are the income earned and the hours worked up to, and including, trip t from

the start of shift t of which t is part of. The unobservable state is xt = xt and may take different

interpretations depending on the assumed model.

The utility from ending a shift at period t is then defined as follows

u1 (Wt ,Ht ,zt ,xt) =(1+a)(Wt �g(Wt ,Ht ,zt ,xt))

� y
1+h

(Ht)
1+h i f Wt < g(Wt ,Ht ,zt ,xt)

u1 (Wt ,Ht ,zt ,xt) =(1�a)(Wt �g(Wt ,Ht ,zt ,xt)) (4)

� y
1+h

(Ht)
1+h i f Wt � g(Wt ,Ht ,zt ,xt)

with

g(Wt ,Ht ,zt ,xt) = f (Wt ,Ht ,zt)+xt

where a > 0 is the change in the marginal utility of income upon reaching the reference point.

Effort is measured in cumulative hours worked, the cost of effort is denoted by y , and h is related

to elasticity. I assume h > 0, which implies an increasing marginal cost of effort.

g(Wt ,Ht ,zt ,xt) is the reference point at trip t. It is composed of two parts: f (Wt ,Ht ,zt), which is

a prediction model that the econometrician can construct using observable variables, and xt , which

is the unobserved component of the reference point. A simple modeling choice may be to assume

f (Wt ,Ht ,zt) = 0 8Wt ,Ht ,zt , so that xt is the reference point.

The econometrician may instead be interested in understanding the possible impact of other

variables in the formation of the reference point and assume a f (Wt ,Ht ,zt) that depends on the

observable variable, xt is then the unobserved component partialed out of the effect that the observ-

able variables have on the formation of the reference point. In the main application of this paper,

I will be using this second specification of the reference point with a function f (Wt ,Ht ,zt) defined

in Section 3 and is a proxy for rational expectations.

A notable consequence of specifying a non-constant f (Wt ,Ht ,zt) is that the econometrician can

insert any number of observable characteristics and test whether the added characteristic influences

the transition matrix of the residual component. In principle, if the reference point is fully specified

by the function f (Wt ,Ht ,zt) then xt always be 0 and never move. The function f (Wt ,Ht ,zt) can
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hence help determine the drivers of the reference point and distinguish between theories on refer-

ence point formation. Increasing the number of observable characteristics included in the reference

point function comes at the expense of increasing the problem’s dimensionality. I address these

concerns more precisely in Section 4.

Let us denote by s : NS ! N, where S = dim(W )⇥ dim(H )⇥ dim(Z )6, the bijective func-

tion that transforms each combination of observable states into a one-dimensional state7. Being

bijective, sallows us to reconstruct the state of the world at any given point in time and I denote

st = s(Wt ,Ht ,zt).

We consider a time separable work utility model in which the problem resets every time the

agent decides to stop. I consider the distribution of observables and unobservables to be known

and deterministic at t = 0 and at each time twhere at�1 = 0. It is worth noticing that the nature of

the observed state variables imposes some further structure on the transition matrix of the observed

state variable

Pr(st = j|st�1 = k,at�1 = 0) =

8
><

>:

q S
jk ifWt �Wt�1 andHt � Ht�1

0 otherwise
(5)

while I impose no additional structure on q X
mq j with respect to equation 3.

If at = 1 then xt+1 = x0 and st+1 = s(0,0,z0) , where x0 and z0 are fixed initial values. This is

equivalent to the assuming the daily labor supply model to be time separable.

The decision to model the problem as being time separable implies that each shift starts from

the same level of observable and unobservable variables. I think this assumption is reasonable in

many applications, including NYC taxi drivers, the level of earned income and worked hours is

always zero at the start of each shift. Thakral and Tô (2021) show that the assumption of time

separability is realistic for NYC taxi drivers.

I assume the following structure for the function h(xt ,xt�1,st) of equation 3

h(xt ,xt�1,st) = hX (xt ,xt�1)+hS (xt ,st)

where
6Where W , H and Z are the supports of the cumulative income earned per shift across all shifts, the cumulative

hours worked across all shifts and the other state variables that may be included respectively.
7For simplicity, I define s such that the codomain is {1, . . . ,S}
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hX =g11{xt � xt�1 < 0}|xt � xt�1|+ g21{xt � xt�1 > 0}|xt � xt�1|

hS =1{ f (st)� f (s1)}(g31{g(st ,xt)� f (st)< 0}|g(st ,xt)� f (st)|)

+1{ f (st)� f (s1)}(g41{g(st ,xt)� f (st)> 0}|g(st ,xt)� f (st)|)

+1{ f (st)< f (s1)}(g51{g(st ,xt)� f (st)< 0}|g(st ,xt)� f (st)|)

+1{ f (st)< f (s1)}(g61{g(st ,xt)� f (st)> 0}|g(st ,xt)� f (st)|)

I do not impose any restrictions on any of the g coefficients, so they may also be equal to

zero, which would imply that characteristic does not influence the transition probabilities between

states. Notice that I only need to focus on the case in which at�1 = 0 since all other transitions are

deterministic given the model.

I believe that the structure of the model assumed here, including the dependence structure of

state variables described in equations 1 and 2, are very suited to the application of daily labor

supply of NYC taxi drivers and gig economy workers. The workers considered do usually not have

an influence on who the next customer will be, which naturally translates into an exogenous process

of the observable state variable. Workers can though decide at any point in time to stop working

and reset the problem to the following shift and this decision is influenced by both the observable

state variables and the unobserved reference point.

3 Application

I apply the model outlined in Section 2.1 to the daily labor supply of NYC taxi drivers. I recover the

evolution of the reference point and some insights into its determinants. I use trip-level provided

by the NYC Taxi and Limousine Commission (TLC) for every fare served by NYC medallion

taxicabs in 2013. These data are collected and transmitted electronically in accordance with the

Taxicab Passenger Enhancements Project (TPEP). The data consists of all the trip sheets of the

trips made by NYC medallion taxicabs in 2013 and provides detailed information on each trip’s

start and end time, the pick-up and drop-off locations, the fare charged, and the tips paid by credit

card. Haggag and Paci (2014)and Farber (2015) provide further details about the data.

I mainly follow the variable construction of Thakral and Tô (2021) for my variables of interest.

Shifts are not explicitly defined in the data. I, therefore, define a shift as a set of consecutive

11



trips with less than 6 hours break between trips. Figure A4 shows the distribution of the length

of the shifts in terms of hours in the sample. Because of the importance of properly defining

and characterizing the trips and shifts in this application, I discard any shift with contradictory

information in the sample. Further distributions of interest are presented in Figures A3 and A2. In

particular, Figure A3 provides information that I use to construct the values that the unobserved

reference point may take. Figure A2 gives a general overview of the stopping probability at each

trip, which will become important in interpreting the results of the analysis.

Notice that the restrictions that I impose on the observable and unobservable states imply that

while the observable state variables, cumulative income earned and cumulative hours worked, may

directly affect the unobserved state variables, the opposite is not true. One way to interpret this is

that the taxi driver cannot choose the next customer depending on the level of the reference point

or, equivalently, that the stream of customers is an exogenous process. I believe this assumption to

be reasonable for this setting.

I set f (st) to be the average end of shift income for taken over those shifts that contain st .

Formally, define A(st) =
�

W Tt : 9t 0 2 t s.t.st = s(Wt 0 ,Ht 0 ,zt 0)
 

, where W Tt is the cumulative earn-

ings at the end of the shift t , and f (st) is then the average of the elements of A(st) . I choose this

functional form because it is a proxy for a rational expectations model, which is the reference point

assumed in the work of Kőszegi and Rabin (2006), and hence a natural starting point. Recall that

Thakral and Tô (2021) find evidence against it in an application to NYC taxi drivers. To decide

which possible values the reference point may take for an individual, I consider the difference be-

tween the maximum and the minimum end of shift income. This difference informs the values that

x can take and creates a discrete grid of values that make it possible for any reference point to reach

any other reference point at any observable state.

One way to solve the initial condition problem is to consider a reasonable reference point at the

beginning of the shift. Several such points have been considered in the past. One example is the

average income of the previous 30 shifts, similar to Crawford and Meng (2011). With more data

available, one may also consider the income of the same period in the years before to avoid biases

due to seasonality. In this application, I consider the initial value of the reference point to be the

average end of shift income for the individual; this approach solves the initial condition problem

by setting xt at 0 at the beginning of each shift.8

8I also conduct a robustness check where splitting the sample randomly and using the average end-of-shift income
of the other sample partition as the initial reference point. The results do not change qualitatively.
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4 Estimation

In the specific application considered in this paper, the time dimension of the panel data is generally

long, see Figure A5 I can therefore estimate the model separately for each individual while keeping

good asymptotic properties. Furthermore, I adopt a Bayesian estimation approach with Normal

priors centered at 0 on all parameters. I truncate the priors for a,y , and h to a positive support,

following economic intuition on the meaning of these parameters. The Bayesian approach has the

advantage of generally behaving better in highly nonlinear problems where maximum likelihood

methods may get stuck in local maxima. I currently restrict the estimation to individuals with

histories longer than 6,000 individuals. I plan to extend the analysis to a model pooling individuals

rather than estimating it only at the individual level and also to include individuals with shorter

histories in such exercise.

I follow Rust (1994) and proceed with an NFXP algorithm. The NFXP algorithm is composed

of an inner loop and an outer loop. The inner loop solves the Dynamic Programming problem using

a combination of value function iteration and Newton-Kantorovich algorithm, while the outer loop

calculates the likelihood. The presence of a serially correlated unobservable implies computing

multidimensional integrals of order equal to the length of the individual time series times the num-

ber of components of the unobserved state variable. I approximate this integral using a discrete

equivalent of particle filtering.Andrieu, Doucet, and Holenstein (2010) and Flury and Shephard

(2011) show unbiased likelihood approximations, like the one I use in this paper, inside Metropolis-

Hastings result in exact posterior and I can therefore carry out likelihood-based inference using its

simulations. I provide further details on the estimation in Appendix E.

The DP must be solved at each iteration of the algorithm. There is, therefore, much to gain by

decreasing the number of parameters that need to be estimated or reducing the problem’s dimen-

sionality. I take steps in both of these directions with respect to the general model presented in

Section 2.

The first difference with respect to the general model is that I do not include any additional

state variables zt in addition to the cumulative earnings Wt and cumulative hours worked Ht . As

described in Section 2.1, it is possible to include additional state variables with respect to the

variables that directly enter the agent’s utility . These variables can be used to provide further

flexibility to the reference point. Possible examples are current weather or a rush-hour indicator.

I decide not to include them in the current model mainly because of limitations in computational
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resources. Each value that zt can take increases multiplicatively the dimension of the state space;

this, in turn, increases the computational time to solve the dynamic program at each iteration of the

estimation.

I now describe in more detail the likelihood and how it is calculated.

4.1 Likelihood

Given observations
�

ai,1:Ti ,si,1:Ti

 N
i=1 and q =

�
q X ,q S,a,y,h

�
denoting the parameters character-

izing the utility function and the transition matrix, the likelihood function is

LN

⇣
q X ,q S,a,y,h

⌘
=

N

’
i=1

Z
p(ai,si,xi|q)d (xi)

where ai = {ai,t}Ti
t=1,si = {si,t}Ti

t=1,xi = {xi,t}Ti
t=1where Ti is the last t observed for agent i and

p(ai,si,xi|q) =
Ti

’
t=1

p(ai,t |ai,t�1,si,t ,xi,t ;q)q(si,t ,xi,t |si,t�1,xi,t�1,ai,t�1;q)

In practice I use a particle filter9 to calculate the integral

Z
p(ai,si,xi|q)d (xi)

⇡
Ti

’
t=1

1
M

M

Â
j=1

p
�
ai,t |ai,t�1,si,t ,xm

i,t
�

q
�
si,t ,xm

i,t |si,t�1,xm
i,t�1,ai,t�1;q

�

where xm
i,t ⇠ h

⇣
xm

i,t |xm
i,t�1,si,t ,si,t�1,ai,t�1

⌘
are the particles, and h

⇣
xm

i,t |xm
i,t�1,si,t ,si,t�1,ai,t�1

⌘
=

q(si,t ,xm
i,t |si,t�1,xm

i,t�1,ai,t�1;q)
Âxm

i,t
q(si,t ,xm

i,t |si,t�1,xm
i,t�1,ai,t�1;q)

. M is the number of particles extracted, the higher the more precise

the approximation. I assume xm
i,0 = f (W0,H0).

I assume that the unobserved variable is discrete in my application, which implies some advan-

tages from a computational point of view. The particle filter in the discrete case can be simplified

in calculation and becomes much faster to compute. By being discrete, I can enumerate in every

period t all the values that the unobserved variable may take and calculate the probability of the

unobserved process being in that state (see, e.g., Zucchini and MacDonald 2009). For long time

series, though some numerical adjustments are needed to avoid underflow, I detail in Appendix E

how I avoid these computational issues.
9See Blevins (2016) for an overview on estimating dynamic models with particle filtering
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5 Results

I apply the model to the NYC taxi driver data described in Section 3. I study the evolution and

determinants of the reference point in two main ways. First, in Section 5.1, I use the estimation

results to simulate the evolution of both observable and unobservable components for 100,000

shifts. To improve our understanding of the behavior and implication of reference points, I then

conduct an analysis similar to impulse response functions by introducing shocks to the observable

state variables and studying the evolution of the reference point. Secondly, in Section 5.2, I recover

the most likely path the reference point takes during a shift for a random individual taken from

the sample. I then conduct a heterogeneity analysis studying the distribution of the estimated

parameters in the sample. Finally, I conclude with a welfare analysis of introducing a minimum

hourly wage.

5.1 Impulse response functions

To improve our understanding of the implications of the estimates of the model, I conduct an

exercise in the same spirit as impulse response functions. First, I consider a random driver among

the ones with more than 6,000 observations in the dataset. Secondly, I use the driver’s Maximum

a Posteriori (MAP) estimate of the parameters and derive the implied CCPs and transition matrix.

I report the MAP estimates I use in Table A1. Using the derived objects, I simulate 100,000

shifts and their path and plot the average at each trip for all the shifts that have not yet ended.

To get the impulse response component of this exercise, I introduce an exogenous shock to the

evolution of the observable states of the shifts at a given point in time or a given trip and simulate

again the evolution of both the observable and the unobservable component from the point of the

shock onwards. Introducing a shock allows us to study its effect on the instant reference point, the

persistence of the instantaneous effect on the reference point, and the consequences of this change

on the stopping probability. In each figure, I plot the evolution of the average cumulative income,

the average reference point on the left y-axis, and the cumulative stopping probability on the right

axis. It is worth noticing that since the observable state variables are cumulative, I cannot introduce

a directly negative shock to the observable, as a cumulative variable cannot decrease. I proxy a

negative shock to income by forcing the driver to earn 0$ for one or more trips. The number of

trips depends on the specific shock I am introducing.

In Figure 2, I study the introduction of a positive and a negative shock on the first trip after the
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8-hours mark on each simulated shift. I consider the 8-hours mark to be the first trip within each

shift for which the observable cumulative hours worked are 8 hours; the shock is introduced in

the following trip. Figure 2 Panel (A) considers a positive income shock of 25$, which is also the

level at which the cumulative income has been discretized. We can see this implies an immediate

positive shock to the reference point as well. It is worth noticing that the shock to the reference

point is larger than the shock to the observable income; the shock to the reference point is about

31$. The reference point then decreases slightly, keeping a difference of about 20$, as the level of

observables continues growing at the same pace as the original pattern but at a higher level. The

reference point then settles at a higher level and follows a similar trend to the original reference

point. Figure 2 Panel (B) considers a negative shock in income with respect to the original simulated

path at the same point of the shift and the same magnitude as Panel (A). More specifically, recalling

that the level of earned income cannot decrease, I keep the level of earned income the same for two

additional trips. We can interpret this shock as a trip in which the driver made no money. We

can see that the change in the observable income and its subsequent pattern have almost no effect

on the reference point, which then becomes lower for the following periods but not by the same

magnitude as the shock. In Figure A8, I keep the level of earned income fixed until the difference

in the reference points is of the same magnitude as the initial difference in reference points for a

positive shock of 25$. The difference in observable income is about 52$, i.e., more than double the

positive shock of Figure 2 Panel (A).

Figure 3 follows the same structure as Figure 2, but at a different point of the simulated shifts,

the shocks are introduced at the second trip of the shift. We notice that the instant effect on the

reference point is very small, and the divergence in later periods, which we also notice to be small,

is likely to be driven by differences in the income level rather than an effect of the early shock

to income. The pattern confirms the findings of Thakral and Tô (2021), who show that the key

income-related determinant of the decision to stop working is recent earnings. I can draw the same

conclusions while not parametrizing the evolution of the reference point to be a fixed linear function

of expectations.

Figure 4 considers shocks that take into account their effect on the observable component of the

reference point, f (st). In Panel (A) of Figure 4, I introduce a positive shock of 25$ that increases

the observed component of the reference point by the same amount. In Panel (B) of Figure 4, the

positive shock of 25$ does not influence the reference point’s observed component, which is the

same as the original value. We notice a stark difference in the two shocks’ effects; Panel (A) shows
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an increase of 25$ while we see no change in Panel (B). I take this as evidence that the rational

expectations component plays a big role in the evolution of the reference point. Notice that, in

contrast to the figures presented so far, Figure 4 simulates the evolution of the cumulative earned

income and of the reference point only from the point of the shock onwards. The values before

the shock are observed in the data for the cumulative earned income, while the reference point

is recovered using a variation of the Viterbi algorithm. I explain more precisely how I find the

reference point up to the shock in the next section.

5.2 Most likely path

To estimate the most likely path of the reference point during the shift, I consider a variation of the

Viterbi algorithm, often used in the Hidden Markov Model literature (for further details, see Zuc-

chini and MacDonald 2009). The main idea is that the unobserved state has a transition probability,

Pr(xt |xt�1,at�1 = 0) and an emission probability P(st |xt), i.e. the probability of observing st given

that the unobserved state is xt . These two objects allow us to recover the most likely transition from

one state to the next and the most likely path of the unobserved state.

In our case, the emission probabilities, Pr(st |xt ,at�1 = 0) are recovered as follows

Pr(st |xt ,at�1 = 0) =

=
Pr(at�1 = 0,xt ,st)

Pr(xt ,at�1 = 0)

=
Pr(xt |st ,at�1 = 0)Pr(st |at�1 = 0)Pr(at�1 = 0)

Pr(xt |at�1 = 0)Pr(at�1 = 0)

=
Âxt�1 Pr(xt |xt�1,st ,at�1 = 0)Âs0t�1

Pr
�
st |s0t�1,at�1 = 0

�
Pr
�
xt�1,s0t�1,at�1 = 0

�

Âs0t Pr(at�1 = 0,xt ,s0t)

while the transition probability Pr(xt |xt�1,at�1 = 0) is

Pr(xt |xt�1,at�1 = 0) =

Â
st

Pr(xt |st ,xt�1,at�1 = 0) Â
s0t�1

Pr
�
st |s0t�1,at�1 = 0

�
Pr
�
s0t�1,xt�1,at�1 = 0

�

all the terms are recoverable from the transition matrix of observable and unobservables or from the

structure of the model described in Section 2. Figure 5 shows the most likely path of the reference

point for an individual taken at random in the sample in two shifts: one in which the end-of-shift
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income is higher than average and one in which the end-of-shift income is lower than average.

We notice that, in line with the findings of Section 5.1, the realizations of the observable income

do not have an effect on the reference point at the beginning of the shift but only after about ten

trips, which correspond to about 2.5 hours on average.

5.3 Distribution of parameters

As stated at the beginning of this section, the availability of long samples for several individuals

allows me to estimate the model at an individual level. In turn, this allows me to recover the distri-

bution in the sample of both the utility parameters and the parameters characterizing the transition

matrix. I plot the kernel density distribution of the Maximum A Posteriori estimates of the sample

in Appendix A. I restrict the estimation to individuals with at least 6,000 observations.

We can see there is some heterogeneity in the sample, which implies that allowing for hetero-

geneity at the individual level allows to uncover some mechanisms on the formation of the reference

point and draw more appropriate policy implications. The heterogeneity shown in Figure A7 is in

line with the findings of Buchholz, Shum, and Xu (2018). The distribution of a seems, in fact, to

be bimodal, indicating that some individuals are “behavioral” in the sense that their marginal utility

changes above or below the reference point, while for other drivers the MAP for a is close to 0

indicating that the marginal utility does not vary around the reference point and are therefore more

“neoclassical”.

5.4 Welfare analysis

The persistence of a reference point, defined as how much the level of the reference point depends

on its past values, has important consequences for welfare analysis in many settings. A recent paper

by Reck and Seibold (2021) provides a conceptual framework and an empirical analysis of how to

incorporate reference-dependent preferences in the case of the age of retirement. Another field in

which the persistence of the reference point and, in general, reference-dependent preferences may

be of particular importance is taxation. A more persistent reference point for taxation may imply

a more severe welfare loss for individuals affected by a tax increase. Through the considerations

of asymmetric updating of the reference point, the evidence gathered in my paper points in the

direction that a tax cut would be rapidly absorbed in the formation of the reference point while a

tax increase would not. Analyses of this kind can have significant consequences for policymaking
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and, in general, welfare analysis of taxation reforms.

The city of London has recently imposed a wage floor for the drivers of the popular ride-

sharing company Uber. The estimated model allows us to conduct some welfare analysis on the

implications of such policy. 10 The proposed minimum wage is $12.11 per hour, which currently is

less than the hourly wage of 1% of the shifts, as shown in Figure A6. If we do not allow for moral

hazard, e.g., by forcing drivers to accept every customer, then the minimum wage will not affect

the earnings and welfare of individuals. If, instead, we consider a situation in which drivers may

refuse customers and consider a slightly higher minimum wage of about 20$ per hour, this is likely

to have an effect on both the reference point and the welfare of individuals.

6 Conclusions

In this paper, I estimate a dynamic discrete choice model with a latent variable to flexibly estimate

reference-dependent utility models of the daily labor supply decisions of NYC taxi drivers. The

analysis’ first takeaway is that the reference point formation and evolution can be deduced directly

from observational data not collected in a laboratory setting. Through counterfactual analysis, I

provide evidence on the formation process of reference points that help distinguish between several

theories in the literature. The first empirical result of the analysis is that the evolution of the

reference point depends on its past values and the current values of observable components. In

my application, the relationship between these two forces can vary during the shift. The second

empirical result is that there is strong evidence that the reference point adjusts asymmetrically to

positive and negative shocks to the observables: positive shocks have a much more prominent effect

on the evolution of the reference point than negative ones. The finding is in line with the psychology

literature on the reference point. I model the reference point with an observable component driven

by rational expectations. Shocks to this component are a crucial element of the evolution of the

reference point but do not fully explain the variation. This last observation implies that other

theories are needed to fully characterize the reference point, and the presented methodology offers

the tools to do so. Future research will adapt the methodology to other contexts, such as strategic

interaction, to gain insights into other areas of economics where reference-dependent preferences

are considered relevant.
10See, for example, this LA Times article
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Figures

Figure 1: Illustration of a Joint Markov Process

xt�1 xt xt+1

at�1 at

st�1 st st+1

Notes: this is an illustration of the joint Markov process considered with an exclusion restriction that excludes
xt to directly affect the evolution of st but is only allowed to do so through at .
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Figure 2: Income shocks after 8 hours

Panel A: Positive 25$ shock to cumulative income after 8 hours

Panel B: Negative shock to cumulative income after 8 hours

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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Figure 3: Income shocks after the second trip of the shift

Panel A: Positive 25$ shock to cumulative shift income after the second trip of the shift

Panel B: Negative shock to cumulative shift income after the second trip of the shift

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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Figure 4: Income shocks considering rational expectations

Panel A: Positive 25$ shock altering rational expectations component of reference point

Panel B: Positive 25$ shock leaving rational expectations component of reference point unchanged

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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Figure 5: Most likely path of the reference point

Panel A: Most likely path of the reference point for below-average end of shift income

Panel B: Most likely path of the reference point for above-average end of shift income

Notes: the plots illustrate the evolution of two specific shifts observed in the data for the same individual
considered in Figures 2 and 3. Panel (A) is a shift where the end of shift income is lower than average,
Panel (B) is a shift where the end of shift income is higher than average. The dotted lines are the observed
cumulative income within the shift. The solid line is the most likely path of the reference point obtained
through the Viterbi algorithm.
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A Additional Tables and Figures

Figure A1: Distribution of fares
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Notes: The plot illustrates the distribution of the fares paid for each trip in the sample.
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Figure A2: Cumulative distribution of number trips in a shift
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Notes: The plot illustrates the cumulative probability of a shift ending before a specific trip in the sample.

Figure A3: Distribution of end of shift earnings
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Notes: The plot illustrates the distribution of income earned by drivers at the end of a shift in the sample.
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Figure A4: Distribution of the length of shifts in hours
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Notes: the plot illustrates the distribution of the length of shifts measured in hours in the sample.

Figure A5: Distribution of the number of observations per individual
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Notes: the plot illustrates the distribution of the number of observations for each individual in the sample.
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Figure A6: Distribution of hourly wage per shift
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Notes: the plot illustrates the distribution of the hourly wage for all shifts in the sample.
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Figure A7: Plots of kernel density of MAP from the sample

Notes: the figures represent the kernel density, estimated with an Epanechnikov kernel, of the
maximum a posteriori (MAP) estimates of the individual-level analysis conducted in the sample.
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Figure A8: Large negative income shock

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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Table A1: Estimates for individual in Impulse Response functions

Parameters

y 0.425
[0.021,0.581]

h 0.0912
[0.017,1.608]

a 0.956
[ 0.949,0.961]

g1 -0.566
[-0.668,-0.523]

g2 -2.11
[-2.242,-2.042]

g3 0.364
[ 0.327,0.467]

g4 1.974
[1.904 ,2.103]

g5 -1.97
[-2.058 ,0.177]

g6 -0.79
[-1.13 ,-0.541]

Notes: the table reports the MAP estimates used in the Impulse Response figures.

34



B Alternative Specification

In this section I explore an alternative utility specification, which is also used in Farber (2008) and

Thakral and Tô (2021). I define

u1 (Wt ,Ht ,zt ,xt) =(1�d )
⇣

Wt � y
1+h (Ht)

1+h
⌘

+d (1� (1�l )1(Wt < g(Wt ,Ht ,zt ,xt)))(Wt �g(Wt ,Ht ,zt ,xt))

where l is then the loss aversion coefficient while d is the relative weight given to the two compo-

nents of the utility. All other components have the same meaning as in Section 2.1.

I replicate the same impulse response functions and exercises as in Section 5 and find similar

results. Figure A9 shows again the asymmetry in the response to positive and negative shocks.

Figure A10, similar to Figure 3, shows that the effect of a shock at the beginning of the shift is

minimal. Both specifications allow hence to draw the same conclusions on the reference point for

NYC taxi drivers.
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Figure A9: Income shocks after 8 hours

Panel A: Positive 25$ shock to cumulative income after 8 hours

Panel B: Negative shock to cumulative income after 8 hours

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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Figure A10: Income shocks after the second trip of the shift

Panel A: Positive 25$ shock to cumulative shift income after the second trip of the shift

Panel B: Negative shock to cumulative shift income after the second trip of the shift

Notes: the plots illustrate the evolution of average earned income in a shift, average reference point, and
cumulative stopping probability for 100,000 simulated shifts for an individual taken at random from the
sample. The left axis measures the levels of earned income and the level of the reference point, which are
represented by the dashed and solid lines, respectively. The right axis represents the cumulative stopping
probability. As a counterfactual analysis, I introduce a shock in the evolution of cumulative income. The
black lines represent the original evolution of the variables described, while the red line the evolution of the
variable with the shock.
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C Data processing details

I follow a process similar to Haggag and Paci (2014) and Thakral and Tô (2021). Given the method-

ology’s emphasis on the exact evolution of the observable characteristics and the stopping deci-

sions, I am particularly keen on having shifts that are correct at every trip. Any inconsistency

implies that the whole shift gets dropped. Also, given that I estimate the model at an individual

level, I do not consider drivers that are rarely observed, as they would not provide much informa-

tion. The data cleaning proceeded as follows:

1. If the payment type for one trip is “No Charge”, “Dispute” or “Unknown” the shift is dropped

from the sample

2. If the time of a trip is less than a minute, the trip is dropped from the sample

3. If the shift has less than three trips, it is dropped from the sample

4. Drivers with less than 100 trips in the sample are dropped

5. If a shift has more than 50 trips, it is dropped from the sample

In general, if other inconsistencies, e.g., different trips taking place simultaneously, are found,

then the whole shift with the inconsistency is dropped. I take a very conservative approach to data

cleaning, but the correct definition of trips and shifts is essential given the level and type of analysis.

Overall I reduce the sample by about 18 percent.

The cumulative income level within each shift, Wt , is constructed by first calculating the cumu-

lative sum of income within a shift and then discretizing it at the 25$ level. The cumulative hours

worked, Ht , are constructed by first calculating the cumulative time worked within a shift and then

discretizing this variable at the 1-hour level.
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D Parameter Recovery

In this Appendix I report some plots that show that the model recovers the DGP parameters when

run on estimated data. I simulate 50,000 draws from the model with parameters similar to the ones

found in the estimation in the true sample and I see whether the true parameters are recovered. We

can see from Figures A11 and A12 that this is the case

Figure A11: Plots of parameter recovery utility function parameters

Notes: the blue line represent the MCMC draws for the parameter. The black solid line represent the original
value of the parameter used to simulate the data on which the model is estimated and convergence is tested.
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Figure A12: Plots of parameter recovery transition matrix parameters

Notes: the blue line represent the MCMC draws for the parameter. The black solid line represent the original
value of the parameter used to simulate the data on which the model is estimated and convergence is tested.

D.1 Identification result

This section considers the identification results lying at the core of the model presented in Section

2.1. I model the observable and unobservable state variable,{st ,xt}T
t=1, as a joint Markov process.

I then impose some further assumptions

Assumption. Markov process and limited feedback

(i) Pr(st ,xt |s1:t�1,x1:t�1,a1:t�1) = Pr(st ,xt |st�1,xt�1,at�1)

(ii) Pr(st ,xt |st�1,xt�1,at�1) = Pr(xt |st ,xt�1,at�1)Pr(st |st�1,at�1)
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where for any variable y, y1:t�1 stands for the set of all the realizations of y from period 1 to

period t�1. The first part of the assumption is satisfied under Markovian dynamic decision models

(Rust 1994). The second part of the assumption mirrors Assumption 1 in Hu and Shum (2012) and

rules out direct feedback of last period’s unobserved state variable xt�1 on this period’s observed

state variable st . The only feedback possible is through the decision of the agent at�1.

The value of the reference point at time t is affected by the reference point’s value at time t �1,

the value of the observed state at time t, and the decision of the agent at time t �1.

We can exemplify the structure of this model with Figure 1

The identification problem can then be written as a system of equations that links the transition

probabilities of the variables observable both by the agent and the econometrician to the law of

motion of the unobserved state variable. Let us focus on the case where at = at�1 = 0 , all the other

cases follow naturally. For each combination of j,k 2 S I can write

Pr(at=0|,s= j,at�1=0,st�1=k) (6)

=Âm Pr(at=0,xt=m|st= j,at�1=0,st�1=k)

=Âm Pr(at=0|st= j,xt=m,at�1=0,st�1=k)Pr(xt=m|st= j,at�1=0,st�1=k)

=Âm Pr(at=0|st= j,xt=m)Âq[Pr(xt=m|st= j,at�1=0,st�1=k,xt�1=q)Pr(xt�1=q|st= j,at�1=0,st�1=k)]

=Âm Pjm Âq


q X

mq j
Pr(at�1=0,st�1=k,xt�1=q)

Âg Pr(at�1=0,st�1=k,xt�1=g)

�

Let us first focus on q X
mq j = Pr(xt = m|st = j,at�1 = 0,xt�1 = q), probability of transitioning

from xt�1 = q to xt = m when the st = j. q X
mq j 8m,q, j are the only unknowns in the system of

equations as the other components are either observable or functions of q X
mq j and observable com-

ponents. To achieve nonparametric identification of this component, we need to be able to solve

this highly nonlinear system for q X and show that the solution is unique.

One way to solve the system of equations is to show that the system of equations can be rewrit-

ten as a fixed point problem and then show that the fixed point operator is a contraction. Banach’s

fixed point theorem then implies a unique fixed point, which implies that the solution to the system

of equations is unique.

It is worth noticing that, since the system of equations represented by equation 6 is an identity as

it only uses properties of probabilities, the existence of a solution is guaranteed. The only remaining

question is the uniqueness of such solution.
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To understand the structure of the fixed point operator and how I obtain it from the system of

equations above, I consider an example where a 2 {0,1}, s 2 {A,B,C,D} and x 2 {a,b ,g}.11

Then equation 6 can be written as

Pr(at=0|st=A,st�1=A,at�1=0) = PAa
⇣

q X
aaAGAa+q X

abAGAb+q X
agAGAg

⌘
+

+PAb

⇣
q X

baAGAa+q X
bbAGAb+q X

bgAGAg
⌘
+PAg

⇣
q X

gaAGAa+q X
gbAGAb+q X

ggAGAg
⌘

which can in turn be rewritten as

P00
AA�PAg =(PAa�PAg)

⇣
q X

aaAGAa+q X
abAGAb+q X

agA(1�GAa�GAb)
⌘
+

(PAb�PAg)
⇣

q X
baAGAa+q X

bbAGAb+q X
bgA(1�GAa�GAb)

⌘

where Gkq =
Pr(at�1=0,st�1=k,xt�1=q)

Âg Pr(at�1=0,st�1=k,xt�1=g)

We then notice that we can isolate the relevant q X on one side of the equations and obtain a

fixed point operator, which I call F . Hence I rewrite q X = F
�
q X ,q S,a,y,h

�
and denote with J

the jacobian matrix of F . We then get the following proposition

Proposition 1. Let F be a fixed point operator associated with the system represented by equation

6 and denote by J its Jacobian with respect to q X . If the highest eigenvalue of Jacobian matrix

is smaller than 1 then the system of equations has a unique solution, and the estimator for q X is

identified.

The proof follows from Banach’s contraction theorem. It is important to note that the Proposi-

tion considers only q X and hence assumes that all other parameters can be identified separately. If it

is possible to augment the system of equations with a fixed point operator also for the parameters of

the utility function, then Proposition 1 also implies the identification of the utility parameters. No-

tice that q S can always be identified directly from the transitions observed in the data. Also, notice

that Proposition 1 only gives a sufficient condition and that not all fixed-point operators equivalent

to the system of equations may be a contraction. The proposition requires only the existence of one

such operator.

An alternative approach is to apply directly the results of Connault (2016) and computing the

singular region for which the system is not identified. There are several tools to do this, e.g.,
11Notice that a , b , and g are not linked to the values they take in the rest of the text but are used for notational ease

in this example.
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Decker et al. (2017). It is worth noticing though that while the system here considered could be

viewed as polynomial, the way that q X enters the CCPs is not polynomial. The added nonlinearity

implies some additional caution is needed in finding the singular region of the system of equations

represented by equation 6.
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E Details of Estimation Procedure

In this Appendix I detail exactly how I ran the estimation and how each iteration of the estimation

works. The first step, since I am taking a Bayesian approach is to specify the priors:

• y ⇠ N (0,10)1{y > 0}

• h ⇠ N (0,10)1{h > 0}

• a ⇠ N (0,10)1{a � 0}

• g1, . . . ,g6 ⇠ N (0,10)

the truncation for y,h and hcomes from economic intuition on the meaning of the parameters.

Then, to calculate the posterior, I use a Random Walk Metropolis-within-Gibbs sampling in

which I sample each parameter separately for the first 10,000 iterations and then all the parameters

together with a covariance matrix derived from the first 10,000 draws.

More in detail, at each iteration I draw one parameter (or all parameters) from a proposal dis-

tribution that has been tuned to have an acceptance rate of about 0.4. I solve the dynamic program

with the new draw using a combination of value function iteration and Newton-Kantorovich. I use

as initial value the solution of the previous iteration as it is likely to be close to the new solution.

I then calculate the likelihood with the latest draw and the corresponding solution to the dynamic

program. To calculate the likelihood, I have to marginalize out the contribution of the unobserved

component and to do this I use a discrete filter. For long time series, to avoid underflow of the

estimation procedure, I use the following normalization of the discrete filter12

initialization

8
><

>:

p̃1 = p1 = Pr(a0,s0,x0)

logr1 = 0

iteration

8
>>>><

>>>>:

pt+1 = p̃tQt+1

p̃t+1 = pt+1
kpt+1k1

logrt+1 = logrt +kpt+1k1

where Qt+1,xx0 = P(xt+1 = x0,st+1,at+1 | xt = x,st+1,at+1) i.e. the transition matrix of the unob-

served state variable keeping fixed the observed state variables at the observed values.
12This normalization procedure follows Connault (2016).
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After the likelihood calculation comes the Metropolis - Hastings step where the new draw, x⇤,

is accepted with probability

µ = min
⇢

1,
p(x⇤)

p(x j�1)

�

where p(x⇤) is the likelihood with the draw x⇤ times its prior.

These steps are repeated for 500,000 iterations, which, by visual inspection, is often more than

enough to reach convergence of the estimator.

45


	wp706 fronte
	Working Paper no. 706
	March 2024
	CSEF - Centre for Studies in Economics and Finance 
	Department of Economics and Statistics – University of Naples Federico II
	Working Paper no. 706

	706 JMP_Petterson_latest
	Introduction
	Structural model
	A model of reference-dependent daily labor supply 

	Application
	Estimation
	Likelihood 

	Results
	Impulse response functions
	Most likely path 
	Distribution of parameters 
	Welfare analysis 

	Conclusions
	Additional Tables and Figures
	Alternative Specification
	Data processing details
	Parameter Recovery 
	Identification result 

	Details of Estimation Procedure


